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ABSTRACT In this paper, the color correction method developed for immersive video systems is presented.
The proposed method significantly increases the consistency of color characteristics of multiview sequences,
understood both as the temporal and the inter-view consistency, what highly improves the subjective quality
of the synthesized virtual views presented to the final user of the immersive video system. Moreover,
the proposal allows to significantly increase the quality of the depth maps calculated for natural sequences,
e.g., for views with colors inconsistent due to different lighting conditions. It enables more efficient
compression of natural multiview video, as the newest encoding standards highly depend on the quality
of depth maps. In order to evaluate the performance of the proposal, three experiments were conducted.
In the first one, the proposal was compared to state of the art in the typical immersive video application –
color correction of a natural multiview sequence. In the second experiment, the performance of the proposal
was tested on the Middlebury stereo dataset. In both experiments, the quality of synthesized virtual views
was assessed subjectively by a group of 70 naïve viewers. The third experiment assessed the influence
of color correction on the quality of estimated depth maps. All the experiments showed that the proposal
significantly increases the color consistency of the multiview content. Due to the high usefulness and
robustness, the proposed color correction method became the MPEG reference software for color correction.
The implementation of the method is available for other researchers on the public repository.

INDEX TERMS Color correction, color refinement, immersive video, 3DoF+, inter-view consistency,
virtual navigation.

I. INTRODUCTION
Immersive video [26], [4], [40] gains growing importance
because of its expanding applications in virtual reality, virtual
navigation, and ultra-realistic audiovisual content presenta-
tions. In general, the immersive video is an extension of 360◦

video, where the user is limited to only 3 degrees of freedom
(change of orientation). In the immersive video, the viewer to
freely control his or her position and orientation of viewing
of the video content using typical monoscopic display [53] or
head-mounted display (HMD) devices [4]. Immersive video
may be related to both natural and computer-generated con-
tent. Here, we focus on the natural content that originates
from video cameras, both perspective (producing 2D rectan-
gular video) and omnidirectional (producing up to 360-degree
video) possibly augmented by data from depth cameras [23].

The associate editor coordinating the review of this manuscript and

approving it for publication was Zhenbao Liu .

Such content is sometimes described as highly realistic or
ultra-realistic.

The immersive visual content is acquired either from mul-
tiple perspective cameras located around a scene, omnidirec-
tional cameras located within a scene, or by a mixture of both.
In any case, the cameras must be carefully synchronized [53].
The scene may be of very different types: a play court of
a sports event, a theater stage, a wilderness scene, street
environment, etc. The practical limitations (cost, portability,
video processing time, system calibration complexity, etc.)
imply a limited number of cameras, i.e., the cameras are often
located quite distant from each other [53], [17].

For further processing, transmission, and final render-
ing producing the requested virtual views, a model of
the dynamic scene is estimated. The following scene
model types are mostly considered: multiview plus
depth (MVD) [36], [59], point-based (like point clouds,
e.g. [58], [24]), ray-space [50], and object-based [19], [49].
The data corresponding to such models exhibits high
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redundancy, therefore, the respective compression techniques
have been developed for point clouds [41], [56], [20] and
for MVD [52]. The data retrieved from the models is used
to render the output virtual views that can be displayed
on various devices like classic 2D displays, autostereo-
scopic displays, head-mounted devices, omnidirectional
displays, etc.

The model of a scene is expected to be temporally con-
sistent [51], i.e., for all voxels their parameters, i.e., color and
location, change smoothly along the time axis as long no rapid
change occurs in the respective real scene. Lack of temporal
consistency, i.e., the temporal inconsistency, results in quality
degradation of the output virtual views. By independent depth
estimation in consecutive frames, the temporal inconsistency
of views may result in a varying depth, even for static objects.

Typical degradations in the virtual views synthesized from
inconsistent visual data include flickering, rapid changes of
shape and color of objects in a scene, as well as inpainting
of pieces of background or other objects into objects or
background. The temporal color inconsistency of a given
input view may result even from small but rapid changes
of illumination (e.g., pulsing of fluorescent lamps) or rapid
changes of the camera parameters (e.g., due to automatic
white balancing in response to rapid scene changes) [45].

Moreover, a model should also exhibit the inter-view con-
sistency, i.e., we require that no ambiguity in voxel colors
and locations is caused by the exploitation of data from
different input views with the respective depth maps [29],
[30], [15], [54]. If a set of views exhibits such a property,
it is called to be inter-view consistent. Such consistency
may be hindered by differences in camera color reproduction
models [18] and illumination differences corresponding to
the individual input views. The inter-view consistency is
also extremely important in depth estimation. Its lack pro-
vides problems in the search for the corresponding points
in the individual views thus leading to erroneous disparity
estimation [35], [8].

The goal of the paper is to propose techniques for the
correction of colors in the input views in order to compensate
both temporal and inter-view inconsistencies in the input
views. The desirable color correction techniques need to be
implementable in real time, thus there is a requirement that
the color correction techniques need to have low computa-
tional cost. The efficiency of the proposed techniques is mea-
sured by the quality improvement of the output virtual video
synthesized from the respective models of immersive video
as well as by the improvement of compression efficiency.

II. RELATED WORKS
There are already numerous color correction techniques
described in the literature. In general, they can be divided into
parametric and non-parametric techniques [60]. The most
commonly used parametric technique is the color transfer
technique [9]. It defines a simple function allowing changing
the color space by assuming there is a correlation between
the color space of two images that are being compared.
Some methods are focused on matching the color of views

with non-linear differences that can be the result of using
different settings in used cameras [70]. Themost popular non-
parametric color correction technique is histogram match-
ing [21], which allows equalizing histograms of different
images.

Unfortunately, these methods can be hardly used directly
for the refinement of sequences captured by sparse multi-
camera systems because only a small field of view overlaps
between more distant views [62]. A simple solution for such
a kind of content is to refine colors of different views hier-
archically, i.e., by comparing the color of neighboring views
only and multiplying correction coefficients in the final step
to equalize color characteristics of all views [38], [39].

Other methods that could be used for sparse multicamera
systems, are based on the search for corresponding areas
of different views and calculating differences between color
characteristics only in these parts of views. Corresponding
areas may be found using feature transforms, e.g., SIFT [31]
or SURF [3]. The color correction techniques based on such
descriptors were described e.g., in [61], [16], and [37]. While
such proposals can increase not only the inter-view consis-
tency of multi-view images but also the temporal color con-
sistency, the computational complexity is highly increased
for such approaches (even 8 seconds of processing per one
frame [32], [6]). Moreover, the use of feature transforms
matching does not guarantee that color inconsistencies that
are visible in a small area of a view will be corrected, as not
all parts of views are processed in such approaches.

Multiview color correction can be also performed by
reprojecting points between different views [47] and is
usually performed as a part of the virtual view synthesis
process [7], [12], [67], [68], [69]. Such an approach allows
to properly define corresponding areas even for systems with
a very sparse arrangement of cameras. However, the temporal
consistency of color characteristics in thesemethods is depen-
dent on the temporal consistency of depth maps, which can be
very hard to achieve for natural sequences. It can be increased
using depth post-processing methods (e.g. [66]), but the use
of another refinement increases the overall time required to
acquire color-corrected views.

The proposed method, described in Sections IV and V, pro-
vides similar advantages as those provided by methods based
on points reprojection (therefore, can be used with sparse
multicamera systems), but the temporal stability enhance-
ment is not influenced by the temporal consistency of
depth maps, as is performed independently in each view
before the reprojection. Moreover, as the results provided in
Section VIII.D have shown, the proposal is a real-time
method, unlike other methods that provide both inter-view
and temporal consistency of color.

III. COLOR CORRECTION
For frame f in view Ii, image formation is described by (1)
for each of the red, green, and blue channels [13]:

Ii (x,f ) = Gi (x)
∫
λ

Fi(λ, x)Si(λ)Li (λ, f ) dλ (1)
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where Ii (x,f ) is intensity measured by i-th sensor at position
x = (x, y), i.e., x are the coordinates on the image plane,
Gi(x) is a scaling factor due to the geometry of the rays to the
pixel at position x in i-th view,Fi(λ, x) denotes the reflectance
at position x, Si(λ) is the sensitivity of i-th sensor, Li(λ) is the
radiance given off by the light source for i-th view, and λ is
the light wavelength.

By the use of decomposition over the three basis
functions [22], [13] one gets:

Ii (x,f ) = Ai(x, f )F(x) (2)

where Ii (x,f ) is a [3 × 1] vector of intensities measured
in f -th frame by i-th sensor at position x = (x, y) for
the three components: red, green, and blue, Ai(x,f ) is the
lightning matrix [57] of the size [3 × 3] with the elements
that depend on the functions Gi(x), Li(λ), Si(λ), and F (x) is
the reflectance vector with red, green, and blue components.
The color of an object at position x = (x, y) is described by
F (x) irrespective of the view.

For the sake of simplicity, we will skip the frame index f
for most of the considerations.

The functions Gi (x) may differ significantly for different
cameras i due to non-Lambertian reflections, and in particular
due to reflective speckles.

The functions Si(λ) are usually different for each color
channel even within the same camera, apart from the different
sensor chips [63]. Moreover, at a given time instant, the func-
tions Si(λ) may be different for different cameras e.g., due
to automatic white balancing. Often in contemporary cam-
eras, especially consumer-oriented ones, sophisticated image
and video preprocessing is employed [64]. Such processing
depends on the individual illumination of a given camera as
well as on its parameters. In practical multicamera systems,
instead of professional cameras, consumer ones are often
used [53], [25]. Such cameras do not allow to fully control all
the acquisition parameters, e.g., white balance or exposure
time. In such a case, the global color characteristics of the
video may vary in time even if the lighting conditions are
stable.

The functions Li(λ) are often different due to different illu-
mination, in particular for the sparse distribution of cameras
around a scene. Moreover, the functions Li(λ) may vary in
time due to changes of illumination (e.g., due to pulsing of
fluorescent lamps used for illumination of the scene).

In general, as mentioned above, the functions Gi(x), Li(λ),
Si(λ) may be different for each i, i.e., they may be different
for individual views. Therefore, the lightning matrices Ai(x)
are mostly different for various views i. Also, the functions
Gi(x), Li(λ), Si(λ) may vary in time, thus may the lightning
matrices Ai(x). As the result, for the same F (x), the intensity
Ii (x)may be different in different views i and at the different
time instants.

Unfortunately, the camera sensors measure the intensities
Ii (x), not the actual color F (x) that would be very useful
for depth estimation and virtual view synthesis. In fact, for
efficient depth estimation and virtual view synthesis, it is

enough to know color-compensated intensities I′i (x), i.e.,
the intensities:

I′i (x) = A′i(x)F(x) (3)

where I′i (x) is the vector of color-compensated intensities
corresponding to i-th sensor at position x = (x, y) for the
three components: red, green, and blue. A′i (x) is the color-
compensated lightning matrix that is time-invariant (for the
requirement of temporal consistency) and identical for all i
(for the requirement of inter-view consistency). For practical
reasons, the restrictions may be weakened for the color-
compensated lightning matrix A′i (x), i.e., its elements may
vary slowly in time, and small differences between A′i (x)
and A′j (x) for 6= ij may exist due to different directions of
illumination. The latter soft relaxation often results in more
natural results of virtual view synthesis [65].

So, our problem is to estimate color-compensated inten-
sities I′i (x) from the known intensities Ii (x). This problem
is a case of the fundamental problem of color constancy
that is well known from colorimetry [13]. The measured
intensities Ii (x) may be expressed as:

Ii (x) =
(
A′i (x)+1(Ai(x))

)
F(x) (4)

where the elements of 1(Ai (x)) result from all the factors
mentioned above that yield temporal or inter-view inconsis-
tency. Therefore, from (3) and (4) we obtain:

I′i (x) = Ii (x)−1Ii (x) = Ii (x)−1(Ai (x))F (x) (5)

where1Ii (x) is the vector of corrections of the primary color
components for i-th camera.

Therefore, to summarize, the problem is to compensate the
influence of 1(Ai (x)) i.e., to estimate the vectors of color
corrections 1Ii (x) for all i in each frame f .

These considerations may be also applied to other spaces
as long they are related to the RGB color space by a linear
transformation:

ICj (x) = C·Ij(x) (6)

where C is the [3 × 3] color transformation matrix, and
ICi (x) is the [3× 1] vector of sample values measured by the
i-th sensor at position x = (x, y) for three color components
in the color space defined the transformation matrix C. For
video, such a color space is the common transmission color
space YCBCR. After left-side multiplication of both sides
of (2) – (5), we get that these equations hold also for I and F
expressed in each color space related to the RGB space by (6).
It means that the color correction problem is the same in all
such color spaces.

In the paper, we are going to propose fast and robust algo-
rithms that estimate the color-corrected samples of the views
in the immersive video representations. Sections IV and V
describe such techniques, developed to reduce temporal
inconsistency and inter-view inconsistency, respectively. Pro-
posed techniques are non-iterative, exhibit low complexity,
and can be easily parallelized in order to meet the real-time
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processing thus can be directly used in practical implementa-
tions of immersive video systems.

In the beginning, all views are processed independently to
equalize their color characteristics over time. Then, the color
characteristics of all views are unified.

In further considerations, the entire refinement is per-
formed in the RGB color space, because such independent
processing of color components is very intuitive.

IV. TEMPORAL COLOR CONSISTENCY IMPROVEMENT
In the proposed technique, all input views are processed inde-
pendently. The processing scheme for one view is presented
in Fig. 1.

FIGURE 1. Scheme of the technique for temporal consistency
improvement: white boxes denote operations, color boxes contain signal
symbols, ‘‘avg’’ means the average over all pixels of the frame, Vf – full
resolution view at frame f , d – decimation factor, vf – reduced resolution
frame (decimated by factor d ), g – background frame, V ′f – full resolution
view Vf after refinement. Each frame Vf consists of three color
component planes: V R

f , V G
f and V B

f .

The main idea of the proposed technique is to calculate
the global offset between each frame and the time-invariant
background frame g. This offset is calculated independently
for all color components.

The correction process starts with the estimation of the
background frame. In the proposed approach, each pixel of
the background is calculated as a median of values of a pixel
(x, y) in all the frames:

gc (x, y)=med
(
vc0 (x, y) , v

c
1 (x, y) , . . . , v

c
F−1 (x, y)

)
(7)

where vcf (x, y) is the value of the color component c in the f -th
frame in a given view and F is the total number of frames.

In order to speed up the processing, the background frame
may be calculated in resolution reduced d times. In the
experiments reported in this paper, the background frame has
16 times smaller width and height than each input frame.
Such an approach significantly reduces computational time
whereas preserving refinement efficiency.

In the second step, for each frame vf , the average color
component offset ocf is calculated:

ocf =
1
|E|

∑
(x,y)∈E

vcf (x, y) (8)

where:

vcf (x, y) = vcf (x, y)− g
c (x, y) (9)

and |E| is the cardinality of set E , that is defined as:

E=

{
(x, y) : x∈

[
0,

W
d

] y
∈

[
0,

H
d

]∀
c
vcf (x, y) <

2b

10

}
(10)

where W and H are width and height of an input view,
d – the decimation step, c denotes color component
(like R, G, or B), and b is the bit depth of the input view.
As denoted by a logical conjunction symbol ‘‘∧’’, each pixel
within set E must fulfill all 3 conditions.

Set E contains only pixels that represent the same object
in frame i and the background frame (i.e., pixels for which
the difference between frame i and the background frame in
all the color components is smaller than 10% of the bit depth,
cf. Fig. 2). Such a definition of E allows the proposed algo-
rithm to skip pixels representing foreground moving objects
during the calculation of color component offset. Stationary
foreground objects are treated as the background.

FIGURE 2. The 226th frame of the sequence SoccerArc (left), decimated
background frame calculated for 250 frames (right top) and set E derived
for frame 226 (right bottom); set E contains all pixels except for white
areas.

Obviously, such an approach requires cameras to be sta-
tionary for at least half of the duration of the video.

In the third step, all the pixels of each full-resolution
frame Vi are modified by adding corresponding color com-
ponent offset using saturation arithmetic within a range
from 0 to 2b − 1:

V c′
f (x, y)=min

(
max

(
V c
f (x, y)+o

c
f , 0

)
, 2b − 1

)
(11)

After this step, the color characteristics of frames V ′0,V
′

1,
etc., are consistent in time within the entire sequence.

V. INTER-VIEW COLOR CONSISTENCY IMPROVEMENT
In the second step of the proposed color refinement, the con-
sistency between different views is being improved. This part
of the proposal concerns two major problems in sequences
captured by multicamera systems, i.e., different color charac-
teristics of camera matrices and non-Lambertian surfaces of
objects in the scene.

The inter-view consistency is crucial for immersive video
systems as it highly influences the subjective quality of
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synthesized virtual views presented to the immersive video
system user – when various input views have inconsistent
color characteristics, the user may notice annoying artifacts
in the sequence. Moreover, color-consistent views are also
necessary for good-quality depth estimation. For natural
scenes, depth maps are estimated using views captured by
a multiview camera system. Lack of inter-view consistency
decreases the quality of depth maps, therefore, the subjective
quality of sequences watched by the user is also inferior [73].

In the proposed inter-view consistency improvement tech-
nique, all input views are processed independently in order to
align their color characteristics to one of the views (reference
view r , e.g., the central view). The scheme of processing one
frame of input view i is presented in Fig. 3.

FIGURE 3. Scheme of the technique for inter-view consistency
improvement: white boxes denote operations, color boxes contain signal
symbols, ‘‘avg’’ means the average over all pixels of the frame, Vf – view
at frame f , V

′′

f – view V ′f after refinement. Each frame Vf consists of three
color component planes: V R

f , V G
f and V B

f .Di and Dr – depth maps
corresponding to views Vi and Vr ; Pi and Pr – camera parameters valid
for the acquisition of views Vi and Vr .

The proposed technique is based on reprojecting of each
view i to the position of the reference view r . Therefore,
three types of data are used for camera i: view V ′i (previ-
ously refined in the temporal consistency improvement step),
depth Di, and camera parameters Pi (intrinsic and extrinsic).
These data, together with camera parameters of reference
camera r (Pr ) are fed into the virtual view synthesis step.

The view synthesis reprojects view and depth i to the
position of the reference camera r (V ′i→r and Vi→r ). Then,
the difference between all the pixels of views V ′r and V

′
i→r is

calculated (independently for each color component).
Proper estimation of color difference between two views

requires a constraint: colors of pixels that represent different
objects should not be compared. Therefore, pixels whose
reprojected depth value inDi→r is significantly different from
the value in the reference depth map Dr are omitted. The
difference between Di→r and Dr is binarized and becomes
a maski, which contains a value 1 for pixels representing the
same object in both views and 0 otherwise. Then, differences
between V ′r and V

′
i→r are intersected with maski.

In the next step, these differences are aggregated separately
for three equal ranges of each component intensity: cL , cM

and cH , for low, medium, and high intensity of color compo-
nent c, respectively (i.e., for 10-bit components these ranges
are: [0, 341), [341, 683) and [683, 1024)). For example,

if component G of a pixel was equal to 250, the difference
for that pixel is aggregated within GL range. Then, the aggre-
gated difference for each range is divided by the number of
aggregated pixels to obtain an average value. At the end of
this step, 3 global color offsets for each color component R,
G, and B are obtained.

Therefore, in order to avoid color artifacts for pixels with a
color component value close to range boundaries, calculated
offsets are not simply added to the input view, but a range
overlapping is performed (Fig. 4, left). In such an approach,
global color offsets within an overlap are calculated as an
average of color offsets of two neighboring ranges weighted
by a distance to each range.

FIGURE 4. Left: exaggerated example of global color offsets for 3 color
components, with (solid line) and without (dotted line) range
overlapping. Right: color transform functions for 3 color components.

In the last step, all the pixels of view V ′i are modified using
the color transform functions (Fig. 4, right), thus by adding
proper global color offset for each color component:

V c
i "(x, y)

=min
(
max

(
V c′
i (x, y)+o

c
i

(
V c′
i (x, y)

)
, 0
)
, 2b−1

)
(12)

where b is the bit depth of input view.
After this step, the color characteristics of the processed

frame of view i are consistent with the reference view.
To obtain color consistency for the entire sequence, this algo-
rithm has to be performed for all the frames. However, if the
common area of the scene visible in processed view i and
reference view r is small, such an approach may introduce
flickering artifacts (when global color offsets dramatically
change between two consecutive frames). In order to reduce
the possibility of flickering, global color offsets are addition-
ally processed in the time domain. In the proposed approach,
global color offsets are filtered using a simple IIR filter:

oc′i,f =
oci,f
2
+
oc
′

i,f−1

2
(13)

where oci,f is the global color offset for view i, color compo-

nent c and frame f and oc
′

i,f is the same offset after filtration.

VI. SOFTWARE IMPLEMENTATION
The above-described method is implemented as C++ soft-
ware provided for use in further research and developing,
testing, and promulgating technology standards developed by
the ISO/IEC JTC1/SC29/WG4 MPEG VC standardization
group. The software can be downloaded together with a
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manual, configuration examples, and license details from the
following repository:

https://gitlab.com/adziembowski/PoznanColorRefinement

VII. METHODOLOGY
Three experiments have been conducted in order to test the
performance of the proposed color refinement method. In the
first and the second experiment, the impact on the subjective
quality of the synthesized views was assessed. In the third
experiment, the influence of color refinement on depth esti-
mation was studied.

A. QUALITY ASSESSMENT FOR IMMERSIVE VIDEO
The proposed color refinement method is meant for appli-
cation in immersive video systems. Therefore, in the first
experiment proposed method was tested on a set containing
multiview sequences captured by multicamera systems.

The goal of any immersive video system is to allow a user
to feel completely immersed in the scene. This is possible
only if the subjective quality of the presented video is suf-
ficiently good. Therefore, in order to assess the quality of
synthesized views, subjective quality tests were performed.

In these tests, the PairComparison (PC) method [28], [27]
was used. In each test, the participants were watching two
videos containing the same virtual trajectory viewed by the
user side-by-side. On the one side, the color-corrected video
was presented, while on the other, the ‘‘anchor’’ – video
rendered using input, non-corrected input views. Both the
videos were presented in randomized order. The participants
had to decide whether the left video one is better, worse,
or both videos have the same quality. The total duration of
the viewing session did not exceed the values described in
the respective ITU recommendations [27].

In total, 70 volunteers have participated in the viewing
tests. 5 of them were rejected because of the inconsistency
of their results. In the tests, 49 male and 21 female volunteers
participated. Their average age was 23.4 years with the stan-
dard deviation of 2.18 years. The volunteers are university
students for the curriculum of electronics and telecommu-
nications. They gained basic knowledge on general image
processing, but not on immersive video and color correction
algorithms, thus they can be treated as naïve viewers.

As described in [55], [33], the PC method performs better
than ACR or DCR methods if there is a high diversity of
quality and content between various sequences, as it allows
to better differentiate the results for very miscellaneous test
sets.

The proposed method was compared to two other
color refinement methods based on histogram match-
ing [21], which is the most widespread type of multi-view
color-correction method [72]. The first one, described in [39],
uses a hierarchical structure of reference views. The color
components of input views are adjusted by the alignment
of centroids of their histograms. The second method is his-
togram matching with a single reference view in the imple-
mentation of [46]. In this method, the Gaussian-filtered

histogram is divided into three groups, whose ranges are
dependent on the position of the maximum peak. In the end,
these groups are used to linearly convert the color component
of input views in order to match the reference view.

The proposed method was compared with [39] and [46]
methods to show the advantages of the temporal consistency
color refinement. The abovementioned methods provide a
very high quality of refinement for still images (what was
proved in the conducted experiment in Section VIII.A) but
do not utilize the temporal information.

The test set contained 4 natural multiview sequences,
described in Table 1.

TABLE 1. Natural multiview sequences test set.

These sequences are widely used in research on multiview
video processing and for the development of the standards on
immersive video [10]. What is very important for the con-
ducted experiment, the chosen sequences contain spatially
and temporally inconsistent views.

B. QUALITY ASSESSMENT FOR MIDDLEBURY DATASET
Despite the proposed method is designed for immersive
video, it can be used also for much simpler cases, e.g.,
stereoscopic camera systems capturing static scenes. There-
fore, in the second experiment, the proposed method was
tested using the Middlebury 2014 stereo dataset [34], which
contains the number of color-consistent image pairs (captured
in the same lighting conditions, using the same exposures,
etc.), and also inconsistent views (right image captured with
different exposures). Moreover, for each view, the ground-
truth depth map is available, what reduces the influence of
depth artifacts on the subjective quality of the synthesized
virtual view.

10 stereopairs of images were used for quality assessment:
Adirondack, Jadeplant,Motorcycle, Piano, Pipes, Playroom,
Playtable, Recycle, Shelves, and Vintage. For each stereopair,
the virtual view placed in the middle between two input views
was synthesized.

The size of the test set could be increased by adding more
stereopairs from older Middlebury stereo datasets, as they
also contain views captured with different exposures and
lighting conditions, however, the resolution of images in
Middlebury 2014 datasets [34] is much higher, close to the
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typical resolutions of immersive video, making this database
highly relevant to the scope of the method.

For each test image, 5 virtual views were synthesized,
using different input views:

1. reference (color-consistent views),
2. anchor (right view captured with different exposure),
3. refined using [39],
4. refined using [46],
5. refined using the proposed method.

For all color refinement methods, color characteristics of
the right view were changed to align to the left view.

In order to assess the subjective quality, the ACR
method [28] was used, however, participants rated static
images instead of videos. Each of 70 participants was assess-
ing the quality of images refined using each refinement
method, reference, and anchor. 6 of 70 participants were
rejected because of the inconsistency of their results.

The same group of viewers participated in both experi-
ments. However, it presumably did not have a large impact on
the results because of very different characteristics of content
being watched (videos vs. static images) and the experiment
itself (two different subjective quality assessment methods:
PC and ACR).

C. IMPACT ON DEPTH ESTIMATION
In the last experiment, the influence of color refinement on
depth map estimation was tested. Because of ground-truth
depth maps availability, the Middlebury 2014 stereo
dataset [34] was used.

In order to obtain good-quality depth maps, the publicly
available depth estimation software [11] was used. This
method is adapted to the requirements of the virtual naviga-
tion immersive systems, as it provides inter-view consistent
depth maps which can be used to synthesize virtual views of
satisfying quality. Themethod is based on superpixel segmen-
tation, the size of segments is used to control the trade-off
between the quality of depth maps and the processing time
of depth estimation, making it very versatile and useful for
applications described in this paper.

The quality of depth maps estimated using color-corrected
views was compared to the quality of depth maps esti-
mated using color-consistent views. The quality was esti-
mated objectively, using 4 metrics used in Middlebury Stereo
Evaluation: avgerr (average depth error measured in disparity
levels) and bad1, bad2, and bad4 (percentage of pixels with
depth error higher than 1, 2, and 4, respectively).

The proposed color refinement method requires depth
maps for reprojecting one view into another. Therefore, color
refinement and depth estimation were performed iteratively
5 times. The first iteration of color refinement used depth
maps D0

L and D0
R estimated using inconsistent input views.

Then, these views were used for depth estimation. These
depth maps (D1

L and D1
R) were used for the second iteration

of color refinement, etc. In order to avoid error propagation,

in each iteration, the input views were being refined. The
process is presented in Fig. 5.

FIGURE 5. Experiment scheme: first two iterations.

VIII. EXPERIMENTAL RESULTS
As described in the previous section, three experiments were
performed for testing of proposed color refinement method
efficiency. Results are presented in Sections VII.A – VII.C,
while in Section VII.D, the computational time required for
color refinement is discussed.

A. QUALITY ASSESSMENT FOR IMMERSIVE VIDEO
In the first experiment, the performance of the proposed
method in immersive video applications was tested.

Participants of subjective tests were evaluating the quality
of sequences of virtual views arranged along a trajectory of
virtual movement within a scene. Each virtual view was syn-
thesized using input views refined using three color refine-
ment methods: [39], [46], and the proposal. The quality of
these sequences was compared to the quality of the sequence
that contains virtual views synthesized using non-refined
input views (‘‘anchor’’).

Each participant could score any sequence using a 3-step
scale: {−1, 0, 1}, where 1 means that refined sequence is
subjectively better than anchor, −1 indicates that anchor is
better, and 0 that subjective quality of both sequences
is indistinguishable.

Fig. 6 contains results averaged over all test sequences.
Error bars represent the 95% confidence interval, calculated
according to ITU-R recommendations [27] as:

CI = 1.96
SD
√
N

(14)

where CI is the confidence interval, SD – standard deviation,
and N – number of participants.

FIGURE 6. Subjective quality results evaluated over 4 multiview test
sequences (PairComparison: from −1 to 1).
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FIGURE 7. Fragment of virtual view synthesized using input views corrected by different methods; 1st row: PoznanFencing, 2nd row: Ballet (with
contrast increased by 70%), 3rd row: SoccerArc (with contrast and brightness increased by 40%).

All tested color refinement methods allow achieving
a statistically significant quality increase, as non-overlapping
95% confidence intervals indicate, that differences are
statistically significant with a p-value much lower
than 0.05 [75]. However, the proposed method outperforms
other tested methods and the quality increase over both
methods is also statistically significant.

In Fig. 7, fragments of virtual views synthesized using
input views refined by different techniques are presented.
On the left, in fragments of virtual views synthesized
using non-refined input views, color artifacts are visible
(non-existent edges between lighter and darker parts of the
background, or annoying unnatural ‘‘shadows’’ of football
players). In columns 2 – 4, the effects of three tested refine-
ment methods are presented.

As shown, all methods increase color consistency, but the
proposed method is the only one that allows eliminating
inter-view color differences.

In Fig. 8, the temporal consistency of input views before
and after color refinement is presented. Each picture in Fig. 8
consists of the left half containing information from one
frame and the right half from another frame.

Pictures in the left column were created using non-refined,
input views, pictures at the right – using views refined using
the proposed color refinement method. In general, the ver-
tical edge between the two halves is much less noticeable
when refined views are used. Therefore, the proposed color
refinement method allows to significantly increase temporal
consistency of input views.

FIGURE 8. Temporal consistency improvement: left and right half of each
frame contains information from different frames. Before (left column)
and after proposed color correction (right). PoznanFencing
(v4, frames 0/120), Ballet (v0, f. 0/96), IntelFrog (v13, f. 100/232).

In order to present temporal stability of color characteris-
tics after color refinement, a simple additional comparison
was performed. A 64 × 64 block of one chosen view was
analyzed over time. The position of the analyzed block was
arbitrarily chosen for each sequence to ensure, that it does not
contain any moving objects (or their shadows). Then, for all
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FIGURE 9. Changes of average Y, CB, CR color component of static background fragment over time (horizontal axes: frame number). Blue line:
without refinement, orange: after proposed color refinement.

frames, each color component was averaged over the entire
block.

If the color characteristics of the sequence is stable in time,
the average color of an analyzed block should not change at
all. Measured average color components for all test sequences
are presented in Fig. 9. The input data was 8-bit, thus each
pixel has a value in the range [0, 255]. Blue lines represent
average colors of input views, orange ones – views refined
using the proposed method. As presented, the temporal sta-
bility of refined views is significantly higher than for input
views.

Table 2 contains the standard deviation for results pre-
sented in Fig. 9. In Table 3 the maximum difference of
average color within the entire sequence is presented.

For 3 out of 4 test sequences, the proposed method allows
improving temporal consistency of the input sequence. The
only exception is the SoccerArc sequence, which has very
temporally stable color characteristics. However, the case of
SoccerArc shows, that the proposedmethod does not decrease
the consistency of an already consistent sequence.

B. QUALITY ASSESSMENT FOR MIDDLEBURY DATASET
In the second experiment, the proposed color refine-
ment method was tested on the Middlebury 2014 stereo
dataset [34]. Each stereopair of the images in the dataset
consists of three images: captured by the left camera (im0),
captured by the right camera in the same lighting conditions
and camera setup (im1), and right captured with different
exposure (im1E).

TABLE 2. The standard deviation of average color components within the
entire sequence: I – input view, R – refined view.

TABLE 3. The maximum difference of average color components within
the entire sequence: I – input view, R – refined view.

Of course, because of the content type (static image pairs),
only the inter-view consistency improvement technique was
evaluated. In the test, the quality of the virtual view synthe-
sized in the middle between the left and right input view was
evaluated.

In Fig. 10, the subjective quality results averaged over all
10 test images are presented. Each of 70 participants was
assessing image quality using a typical MOS scale (1 – 5),
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FIGURE 10. Subjective quality results evaluated over 10 test images
(MOS: 1 – 5).

where 1 means bad and 5 means excellent quality. Error bars
represent the 95% confidence interval.

The first bar represents the quality of ‘‘anchor’’ – images
synthesized using inconsistent input views (im0 and im1E –
with changed exposure). The result for consistent input views
(im0 and im1 for each test image) is presented within the sec-
ond bar (‘‘reference’’). Bars 3 – 5 contain results for 3 tested
color refinement methods. As presented, all 3 methods per-
form similarly. They outperform anchor and have a similar
quality to the reference (with a 5% significance level there is
no statistically significant difference between these results).

In Fig. 11, the virtual views for 3 test images are presented.
As shown in the first column, where many annoying color
artifacts appear, color refinement methods had to deal with
significantly different input views, but they were able to
properly unify the color characteristics of both views.

Figs. 10 and 11 suggest that the proposed method performs
similarly to two state-of-the-art methods. However, it has
to be noted, that Middlebury 2014 stereo dataset is a very
specific case of the immersive video system. There are only
two views, both cameras were placed in parallel, close to each
other. Moreover, input views are static (only one frame) and
rectified (no rotations, just 1-dimensional shift between two
cameras). All of these reasons make Middlebury dataset easy
to process when compared to multiview sequences acquired
by practical immersive video systems. And, as shown in the
previous section, the proposed method performs much better
for more difficult wide-baseline content that can contain also
temporally unstable color characteristics.

C. IMPACT ON DEPTH ESTIMATION
The Middlebury 2014 stereo dataset was used also in the
third experiment. However, instead of the subjective quality
of synthesized views, in this experiment, the impact of color
refinement on depth estimation was evaluated.

As mentioned in Section VII.C, in order to obtain good-
quality depth maps, the publicly available superpixel-based
depth estimation software [11] was used.

Depth maps estimated for 3 of 10 test images are presented
in Fig. 12. Depth maps in the first column were estimated
using color-consistent input views. Under each depth map,

the depth error (compared to the ground-truth depth map)
averaged over the entire frame is shown.

In the second column of Fig. 12, depth maps estimated
using inconsistent input views are presented. These results are
completely incorrect – depth for most of the scene is wrong,
what would obviously affect the quality of synthesized
views.

In order to estimate the depth map, the corresponding areas
in different input views have to be found. This operation is
much more difficult (or even impossible) if different views
have significantly different color characteristics.

These depth maps were used for proposed color refine-
ment in order to increase the inter-view consistency of both
input views. Of course, because of bad quality, perform-
ing the color refinement was much harder, as only a small
number of pixels were analyzed in the refinement process
because of depth inconsistency. However, it still was able
to significantly increase the inter-view consistency of both
views.

In the third column of Fig. 12, depth maps estimated using
refined views are presented. They still contain areas with
wrong depth values, but their quality is much better than ones
estimated using inconsistent views, therefore when used for
the second iteration of color refinement, they would allow to
additionally increase inter-view consistency.

In Figs. 13 and 14, changes of four quality metrics in
consecutive iterations are presented. Fig. 13 contains the
average depth error (averaged over the entire view). Fig. 14
presents the increase (compared to depth maps estimated
using consistent views) of the number of pixels with depth
error higher than 1, 2, or 4 disparity levels.

The last column of Fig. 12 contains depth maps estimated
using input views refined iteratively 5 times. As presented,
they are similar to ones estimated using consistent input
views.

Values presented in Figs. 13 and 14 were averaged over
all 10 test images. As presented, additional iterations allow
to increase the quality of estimated depth maps, but even
one single iteration significantly improves depth map qual-
ity. It indicates that the proposed color correction method,
despite being based on the inter-view dependencies, is robust
to reprojection errors which are mainly caused by the low
accuracy of available depth maps.

As a result, the good-quality depth maps provide better
subjective quality of synthesized views.Moreover, the newest
multiview content encoding standards (e.g., MPEG Immer-
sive Video – MIV [71]) highly depend on the quality of depth
maps [73]. Therefore, the results of the third experiment
indicate, that the proposed color correction technique will
also allow to improve the compression ratio of the immersive
video.

D. PROCESSING TIME
Besides the good quality and reliability of the refinement, the
practical color refinement method should be fast in order to
be usable in practical immersive video systems.
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FIGURE 11. Fragments of virtual views synthesized using inconsistent input views (1st column), consistent views (2nd column), and inconsistent views
corrected by different methods (columns 3 – 5); test images Adirondack, Playtable, Recycle.

FIGURE 12. Depth maps estimated using color-consistent views (1st column) and non-consistent views before color refinement (2nd column) and
after color refinement (3rd and 4th column); test images: Playtable, Recycle, Pipes.
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FIGURE 13. Average depth error in depth maps estimated using
color-consistent views (orange line) and non-consistent views without
and with color refinement (blue line).

FIGURE 14. Decrease of the number of pixels with depth error higher
than 1, 2, or 4 disparity levels over consecutive iterations; the number of
pixels shown as an increase of area with wrong disparity compared to
depth maps estimated using color-consistent views.

The proposed method meets this requirement. The average
processing time of one frame of FullHD (1920× 1080) input
sequence is presented in Table 4.

TABLE 4. Mean processing time of one frame of the single view of FullHD
input sequence.

Values in Table 4. were averaged over 100 frames of all
views of 3 FullHD test sequences (IntelFrog, PoznanFenc-
ing, and SoccerArc). Calculations were performed on the
desktop computer equipped with a 4.0 GHz CPU based on
the ‘‘Skylake’’ microarchitecture, 32GB RAM, and SSD.
The color correction software was compiled using VC16 on
Windows 10.

Presented processing times were obtained for refinement
of one input view. The proposed approach allows to refine
all input views simultaneously, but each view is processed
independently. Therefore, all the views can be refined in
parallel thus presented times are valid also for the multiview
case.

The highest computational time is needed for view repro-
jection. At this step, a non-optimized synthesis algorithm
(Advanced View Syntheser [2]) was used because of its
versatility (e.g., handling of perspective and omnidirectional
views). However, at this moment there is virtually no omni-
directional natural content, therefore also the real-time syn-
thesizer dedicated for perspective cameras (e.g. [14]) could
be used in order to reduce view reprojection time to values
smaller than 30 ms.

Assuming usage of real-time view synthesizer, processing
of one frame requires ∼80 ms (2 times slower than real-time
for 25 frames per second). However, if all the operations will
be performed within a pipeline, each frame can be refined in
less than 40 ms, thus the proposed color refinement algorithm
can be considered as a real-time algorithm.

Tables 5 and 6 contain processing times of steps
of temporal and inter-view consistency improvement
techniques.

TABLE 5. Mean time of temporal consistency improvement of one frame
of a single view of FullHD input sequence.

TABLE 6. Mean time of inter-view consistency improvement of one frame
of the single view of FullHD input sequence.

It has to be noted, that background calculation is performed
as a preprocessing step, once for the entire sequence. Time
presented in Table 5 was calculated as a time of background
calculation, divided by the number of frames. To be clear,
background calculation for a 100-frame sequence requires
38 ms on average, what means a one-frame delay in the
real-time processing.

Calculation of color transform function and IIR filtration
are negligible (both required several microseconds). Much
higher computational time is needed for offset calculation
and refinement. However, both operations can be easily par-
allelized. Values presented in Table 6 were obtained for
the case when the entire frame is being processed on one
thread. If the frame will be divided into slices (operations
performed for each pixel are independent), the processing
timewill be significantly reduced (e.g., for 4 slices it will drop
to ∼10 ms).
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IX. CONCLUSION
The paper describes the effective method of color correction
for immersive video applications. The proposal improves
the consistency of color characteristics of multiview video
in real time, focusing on correction of both temporal and
inter-view consistencies, what makes is it particularly useful
for immersive video applications. Moreover, the proposed
temporal stability enhancement is not influenced by the tem-
poral consistency of depth, as is performed independently in
each view, making the proposal robust to typical low-quality
depth maps of natural test sequences.

In order to evaluate the performance of the proposed
method, understood as its influence on color stability and
immersive video encoding efficiency, three experiments were
conducted.

In the first experiment, the proposal was tested in its main
application – the correction of natural multiview sequences
– to assess the temporal and inter-view consistency improve-
ment. In the second experiment, the inter-view consistency
was evaluated using the Middlebury stereo database. In both
experiments, a group of 70 participants assessed the sub-
jective quality of synthesized virtual views. The proposal
was compared to two state-of-the-art methods for the color
correction of a multiview content. The results of subjective
tests show that the proposal allows to highly improve the
color consistency of synthesized virtual views. Moreover, for
the multiview, immersive content, the proposed algorithm
outperformed both tested state-of-the-art approaches due to
the much higher temporal stability of the virtual views syn-
thesized from the input views corrected using the proposal.

The influence of color correction of input images on depth
estimation was also tested. The experiment showed that
the use of the proposed method can significantly increase
the quality of depth maps estimated for color-inconsistent
input views. Therefore, the proposed color correction method
improves not only the subjective quality of synthesized
views but also the immersive video coding efficiency, as it
highly depends on the quality and consistency of depth
maps [71].

Due to its high performance and flexibility, the proposed
algorithmwas approved by the experts of the ISO/IECMPEG
group [42] as the MPEG reference software for color refine-
ment for immersive video applications [1]. The implemen-
tation of the proposed method is also available on the pub-
lic repository [74], allowing it to be a useful reference for
future works on color correction and refinement in multiview
systems.
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