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Abstract. An improved Contexbased Adaptive Binary Arithmetic Coding (CABAC) is presented in the paper. The

idea for the improvement is to use a more accurate mechanism for estimation of symHuilifesba the standard

CABAC algorithm. The authorsdé pr opos alree Weightsoygi(€CTW)a me c h
technique.In the franework of HEVC video encoder thinproved CABAC allows 1.2%4.5% bitrate saving

compared to the original CABAC algorithrithe application of the proposed algorithm marginally affects the
complexity of HEVC video encoddaut the complexity of video decodiecreasedy 32%38%.In order to decrease

the complexity of video decoding new toolhas been proposddr the improved CABAQhat enablescalingof the

decoder complexityExperiments showhat this tool gives 5%/.5% reduction of the decoding timehile still

maintaining high efficiency of data compression.
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1. Introduction

More than half of the whole communication traffic is related to video, and the role of video

communication is growing rapidly. Efficient representation of digital video plays an increasing
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role in modern multimediaommunicationsContemporary video encoding is performed in two
phases, in which respective video bitstreams areupeat®. In the nore complex first phase, the
decisions concerning syntax elements and their values are taken. Then, in the second phase, actual
bitstreams are produced that constitute binary representations of the syntax elements. The second
phase of video encoding is agtd to entropy coding @fyntax elementdn this paper, only this

phase of video compression is considered.

In older video compression teadingies, entropy coding was performed using relatively
simple techniques of Huffman dod®. These techniques were nradaptive, with no (or very
limited) ability for adaptation to the changing statistics of the video signal and with moderate
compression performance. It was a motivation to work out even more efficient entropy coding
techniques wh more complex data statistics mdaej. Two classes of techniques were developed
in this context: adaptive variablength coding (adaptive ML)!° and adaptive arithmetic
coding!'!2. Both classes of techniques were successfully applied in video enofdieesmore
recent generations (H.263, MPEIGAVC/H.264 HEVC)> > 6. 7.8, 13

Intensive research on both classes of methods that was performed in the framework of hybrid
video coding technology revealed the superior efficiency of arithmetic codind te$miques in
comparison to VLbased solutiost®. The stateof-the-art entropy coding technique used in video
encoders is Contextased Adaptive Binary Arithmetic Coding (CABXG'>16, As compared to
other entropy encoders used in video compresdiases binary arithmetic coding together with
sophisticated mechanisms of data statisticsléing. Originally, the CABAC algorithm found
application in the Advanced Video Coding (AVC) standard (ISO/IEC MBEAYC and ITUT
Rec. H.2@)°. A slightly modified version of the CABAC technique is also used in the newest High

Efficiency Video Coding (HEVC) technolg?®1>1¢



Extensive research on the CABAC algorithm showed its very good compression
performance (as compared to adaptive MhaZd solutions) in the framework of both the AVC
and HEVC technologis*’. The goal of the present paper is to explore the possibilities to increase
further the efficiency of the CABAC algorithm. Some improved algorithms have been already
developed in rece years. Most of the improvements were aimed at the version of CABAC
algorithm used in the framework of the AVC encoder. In these works, efforts were put to further
improve the techniques of data statistics estimation in CABAC. In particular, attempts at
improving the CABAC were focused on: the application of a more complex context pattern in
CABAC! 21 using more sophisticated schemes of coding transformed residual data and motion
dat??23 and applying even more accurate techniques of conditionallglitpastimationof input
datg!242°, The proposed improvements were described in the literature in detail, and led to a
0.1%10% reduction of the CABAC bitstream withimet AVC encoder. Much less wohlas been
carried out in the context of version oABAC used in the HEVC technology. Most of the known
solutions concern the simplifications of the entropy codec and they do not increase the efficiency
of data compressi§% 3034 The exceptions here are two similar proposals for CABAC
improvement thaticrease the accuracy of symbols probability estimation in the codec. These are
the twoparameter probability update md#e® and the counteibased probality model update
for CABAC?. The two proposals are characterized by similar coding efficiencyaliowl the
reduction of bitrate by 0.5%0.8%.

The authorsé previous research works carri
improving the CABAC of AVC through the use of a larger context pattern and a more precise
mechanism of probability estimati using the Contextree Weighting (CTW) met8*25, The

proposed improved version of the CABAC algorithm was thoroughly tested. The obtained results



showed the possibilityfoeducing the bitrate by 1%-8% if the proposed solutions were applied
in theAVC encoder.

However, the new HEVC video encoder is significantly different from the AVC developed
about10 years earli€®. New compression tools in the HEY@&s well ashigh number of the
coding modesesulted irsignificant changes in the set of syn&ements that are further encoded
usingthe CABAC entropy encodeBoth thestatistics of the encoded datad the efficiency of
video encodingre different for the AVC and the HEVC versions of the CABRE. For these
reasonsthe improvementachieved for the CABAC of AV@nd theconclusions drawn from the
researchcannotbe easilyadopted to the new versiaf the CABAC applied in the HEVC
Therefore an important question arises regarding the possibilities of further improving the
efficiencyof the CABAC currently used as a part the stateof-the-art HEVC video compression
technolog$. This paper address#ss abovenentionedbpen research problem

Currently the research has already started toward development of a future video coding
techndogy that is expected to be finished until 26222%°. The usual methodology for such
research is to use the existing video coding technoiagythe HEVCpothas a starting point for
the developmentand as the referenc&he main objective asurwork is to develop an improved
version of the CABAC technique thaiay beusdul in the developmenaf the next generation of
video codes that will follow the contemporary HEVC technolagy

The paper focuses on the possibilities of improving the CABA@efHEVC by using an
even more precise scheme of conditional probability estimation. An additional goal is to explore
the relationship between compression performance improvement and the increase of complexity
of the HEVC video codec. This question hasadly been partially answered dryeof the authcs

in*!, where a preliminary version of the improved CABAC (also based on the CTW technique)



wasbriefly presentedlong with very limited experimental datdevertheless reextendedrersion
of the improvedCABAC is presented in this paper, together with a large set of new experimental
results. The drawback of the propodabm*! was high complexity of the context mokel In this
paper, an approach is proposed to achieve complexity scalability. Therefore, in thisthpaper,
authors propose a more practical approael tesultsn compression efficiency improvement at
the cost of limited complexity increade.order tostudy thoroughly the properties of the proposed
approach, we report the results for the CABAC with different numbers of statistical models.
Therefore, lhe paper reports tlexperimental results obtainedthe context of two versions of the
CABAC technique:

1) the olderCABAC version used during development and standardization of the HEVC
technologyi in our experiments we use the older CABAC version that is implementédrsion
3.2 (HM3.2) ofHEVC referenceaftware,

2) the newe€ABAC versionthat s adopted into the ISO MPEB and ITU H.265 standards
T in ourexperimentsve use the implementation from Versib®.6 (HM16.6) oHEVC reference
softwaré?.

The two versions of the CABAC use different numbers of statistical models as it will be

explainedater in this paper.

2. CABAC Overview andldea for the Algorithm Improvement

CABAC performs binary arithmetic coding of syntax elemeiitse application of a binary
arithmetic encoder cofghe secalled Mencoderkreates the requirement to map alany (non
binary) valuedsyntax elementsito a string of binary symbols pinary symbol is called a bin and

may be of value 0 or)1This is realized in CABAC at the first stage of codfsge Fig. 1.)
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Fig. 1. General block diagram of CABAC encoder. The idea of the drawing is tfaked*.

Due to the use of many different binarization schemes in CABAg€binarization behaves
as adaptive VLC coding, so iiself reduces the size of the dateam*. Neverthelessinter-
symbol (interbin) redundancy that exists in tresultedstring of binary symbol&hat is, after the
binarization)is additionally extra reduced ABAC in the processes of data statistics mbade!
and binary arithmetic codin@eeFig. 1.) From the theory of arithmetic coding of dattas well
known thatthe way of calculating the statisticstoe coded datatfat isdata statistics modléng)
is crucial from the point of view of the compression performamberefore the method that
were applied in this part of the CABAC algorithmelong to the most advanced goawerful
among the solutions practically used in video compression.

First of all,in order to track the statistics of individual syntax elements in an accurate and
indegpendent manner, a stream of binary symifoiiss)is split into a large number of individual
binary substreams for which data statistics estimation is performed independently (it is related to
the secalled regular coding mode and regular bins in CABAR)ere is also one separate sub
streamwhosesymbols are coded in a simplified way, assuming a uniform probability distribution
of binary symbolsi{ refers to the socalled bypass coding mode and bypass bins in CABAC

Both theway of assigning a symbab ein appropriate sutream and aaxact number ofegular



substreamsaredifferent for the versions of CABAC used in AVC and HEVC encodeig 460
and 173 to225Areqular substreamsare used in AVC and HEV,.Gespectively).

Secondlythe conditional probability of a symbtilat iscoded in the regulazodingmode
is calculatednass$ umina gdattgAuditenalyenlorde fo limit the
complexity of the arithmetic coding liaited set of 128 quantized valuekprobabilities ranging
in the interval [0.01875; 0.9812% usedwithin this model.The last two things allovor a
simplified estimation of probabilitiesf binary symbolaising predefined Finite State Machines
(FSMs).The definitionof each of FSMi.e. transition rules between stateskexactly the same
andthenumber ofused=SMs corresponds to the numberedularsubstreams eachFSM tracks
the statistics o§ymbols that come fromn individual binary sulstream

The simplifications of theCABAC algorithm presented in the last paragramiduce the
computational as well as memory cost of CABA®it of course iis obtained at the cost of
compression performance reduction of theapy encoding.

The main goal of the paper is to explore the possibilities of improving the compression
performance of CABAC by applying even more accurate techniques of conditional probability
estimation. A complementary goal is to test the relationship between coroprpssiormance
improvement and the increase of complexity of the entropy and video codecs. As stated in the
introduction of the paper, such problems were already investigated by the authorgastftté
in the context of the AVC technology. These wonkgestigated the improvements of CABAC
achieved through the use of universal, more precise probability estimation techniques known from
the literature. In particular, the following techniques were then investigated: the Corgext
Weighting (CTW)method**, thePrediction with Rrtial Matching (PPM)nethod®*, and one

AHM 3.2 version of the HEVC reference software uses 225 regulasteegms, while in new HM 16.6 version of
software there are only 173 of such stteams.



of the authorsd method of | oi tedhnigagsprdividuat i o n
versions of the improved CABAC were tested in déptnd detailed results were presented in
manypublicationg*2%, The main conclusion drawn from the experiments was that the compression
performance of CABAC can be reasonably increased wpplying the CTW technique in the
context modeér block of entropy codec.

This paper is a continuation of the previous works and focuses on the improvements of the
CABAC algorithm for its applicatiom futurevideocompression technolags Taking advantge
of the previously obtained experience, improvements are made in performing more accurate data
statistics modéing of HEVC syntax elements using the CTW method together with the newly

proposed mechanism providing scalability of the entropy codec coityplex

3. Improved CABAC Algorithm

3.1. CTW-CABAC: Introduction

The improvement of CABACproposed in this papas to replace the original method of
determining the probabilities of symbols (i.e. the one using FSMs) with a new method that uses
CTW. The basis ofhis technique is to use a binary context tree of deptinbhis treethe
information on the number of 0 and 1 symbols that occurradsituation whera given string of
symbols had appeared earlier is stored (the string of symbols that had beerd @neoideisly

makes the context informatiorBased on theonditional statistics gathered on the tree the final
conditional probability is calculated in the robtof the tree §ee Fig. R This probability is then

used in the core drithmetic encodeAs a matter of facthe idea of application of the CTW in
video compressiohasbeen proposed earlier by otrarthorg®?°. However, in contrast to these

proposalsthe authors have developadhovel far more sophisticated method of incorporating the

C



CTW technique into the CABA&Igorithnt+26, that exploits significantly higher number of binary
context treesThis paper presents anothextended/ersion of the improved CABAC (that is based
on CTW). The poposed entropgodec is called CTWCABAC in this paper.The block diagram

of the CTWCABAC is presented in Fi@.

original improvements of this work

Loop over
binary symbol
symbols probabllll),:
Binari Context >
inarzer modeller | symbol
(based on CTW) » Binary arithmetic | bitstream
meary encoder core  [—
dots Regular mode (M-encoder)
R >e’ symbol
Binary data d >
Bypass mode

Fig. 2. General block diagram of the proposed CGABAC encoder.

In the CTWCABAC, only the context modiker block was subjected to modificatidnsther parts

of CABAC like binarization schemes, definition of ssfbeams and mechanism of assigning
binary symbols to subtreams, and the arithmetic codec core were left unchanged with respect to
the original algrithm. Individual functional blocks of the CTWCABAC will be presented in more

detail in the nexsulsections.

3.2. CTW-CABAC: Data Statistics Modeling

In the context modtdr block of the original CABAC, a simplified mechanism of symbols
probabilities estim&in (based on thalea of finitestate machines FSMs) is replaced with a

more accurate one using the CTW method. In order to do that, each of the FSMs is substituted
with a dedicated binary context tree of depth D as showiig 3 (more details aboutihary

context trees can be fouind344).
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Fig. 3. Binary context trees in the contexbddler of the CTWCABAC.

This way, the total number of context trees corresponds to the number of regular birary sub
streams defined in the original CABA@héreare225 substreams in the HM 3.2 version tife
HEVC referencesoftwaré! and 173 sulstreams in the newer HM 16vérsiort? of this software
that corresponds to the bitstream syntax and semantics described in the HEVC stémdard
individual context tree is used to gather the statistics of symbols fromsirsaim that appear in
different contexts (i.e. the previously coded symbols). The context information and context length
affect the efficiency of the statistics estimation blothese aspects have been already thoroughly
tested by the authors in the context of the Al¢€hnology*2°. Following the main conclusions
of those experiments, context trees depth D=8 is used in the CTWWABAC as a good
compromise between coding eféacy and complexity of the entropy codec. Additionally, in the
our proposal, the context contains symbols that were previously coded withatreans derived
from a given syntax element, instead of only symbols derived from one speciftreaim. Such
an approach reduces the statistical redundancy that exists between symbols that belong to different
substreams, but appear in the same syntax element.

The method of calculating conditional probabilities in the CTW technique to a large extent

determinedoththe complexityand the memory demaiod the algorithm. In order to speed up the



computations, the optimized scheme of probability estimation (knote iliterature) isised>2.

The main ideafathe optimized algorithm is tearry out calculationsiithe logarithmic domaim

order to avoid time&onsuming multiplication and division operatiomdien calculatingthe
probabilities This approach significantly deces the complexity of the CTMWABAC. The
amount of information thamust be saved in a siegnodeof the context tree considerably
influences the storage complexity of CTW. The optimized algorithm reduces the memory
requirements to a large exténonly 4 bytes of data are kept in a node of the iindbe optimized

implementation, in contrasb at least 66 bytes for a standard implementation.

3.3.CTW-CABAC: Context Trees Initialization

The manner of context tree initialization strongly affects the efficiency of the CTW technique.
Thereforethe initialization method thas used is based on thetialization mechanism of FSMs

in the original CABAC algorithm (within the HEVC video codec). For a given context tree, the
values of counteref 0 and 1 symbols am@ppropriately seih the node/ of the tree in ordeto
obtain thesame probability o& binarysymbol as in the initialization procedure of a given FSM in
the original algorithm. For the sake of simplicity, the counters of other nodes of the coegext t
are set to zero. In the CTMUABAC algorithm, tree initialization iperformed each time at the

beginning of | slice and a slice of a new type.

3.4.CTW-CABAC:Binarization of Data

Binarization of data was ntthe subjecbf improvement in this work. However, it is known that,
as in the cae of data statistics mdtieg, the maner ofthe data binarization significantly affects
the performance and complexity of the entropy encddemder to unambiguously determine the

efficiency of the proposed CTMZABAC algorithm, it has been explored for tvkmown from the



literature methods of data binarizatiofhe two methods differ in the binarization schemes for
transform coefficient datanly, which constitute the greater part of the bitstrekor thistype of
data, he first method uses a binarization scheme which is a coatiateof the truncated unary
code, the truncated GolomRice code and the-th order ExpGolomb (EGO)xodé”®. The £cond
method uses binarization based on the concatenation of the truncated unary code-tndrtter O
Exp-Golomb (EGO0) code, as it wasfohed in the AVCtechnology®. In the case of other data
types, the same binarizatimthemegqas defined in HEVC) are used the two methodsof
binarization In this way two versions of the CTAWABAC algorithm have beenested
CTW- CABAC Version 1 and TW-CABAC Version 2 with the first and the second method of
data binarization, respectivelyln a binarized word for the absolute value of the transform
coefficient level (abs level), the number of binary symbols (bins) coded with individual

binarizationschemes is presented in Mgor both versions of the CTWABAC.

CTW-CABAC Version 1

fixed variable
bins: 1-2 bins: 3-n
\ regular bins bypass bins bypass bins \
truncated Golomb-Rice code EGO code abs level (bins)
unary code (no statistical modelling) (no statistical modelling)

(statistical modelling active)

CTW-CABAC Version 2

. fixed
bins: 1-14
regular bins bypass bins \
truncated unary code EGO code abs level (bins)
(statistical modelling active) (no statistical modelling)

Fig. 4. Transform coefficient data binarization schemes for the CFBABAC Version 1 and CTWCABAC
Version 2.



What is important, a smaller number of binary symbols (bins) is codeéwatjular coding mode
in the case of the CTWCABAC Version 1 algrithm (as presented in Fig). This way, two
versions of CTWCABAC considered in the papaitso differ in the mechanism of statistical
moddling of transform data, witmore complex statigtal moddling of transformdata for CTW

CABAC Version 2 (due to higher number of regular belative to CTW CABAC Version ).

3.5.CTWCABAC Binary Arithmetic Coding

It was experimentall{demonstratedhat the Mencoder core is characterized by an excellent
coding efficiency and complexityadeoff®. For that reason, this core is also used ircthesidered
versions of the CTWCABAC. Nevertheless, the core was originally adapted to properly work
with only a limited set of 128 quantized values of probabilities. The improved conteld!an
block (based on CTW) produces probabilities of symbols from a significantly larger set of values
as compared to the small set defined in the original CABAC algarithm

Due to the reason outked aboveprobability valuesof CTW-CABAC must be mapped into
one of the values from the limited set of ¥#8bability values The mapping process is executed
on the basis of the criterion of minimization of absolute differdmetsveen the mbabilities

calculated with CTWCABAC and the original CABAC algorithm.

3.6. CTW.CABAC:Tool for Entropy Codec Complexity Scalability

The previous results achieved by the authors on the topic revealed a high complexity of the
solutions based on the CTWchniqué*?® Preliminary results achieved in the context of the
HEVC technologyroved that the use of the CFBABAC increases the cqutexity of the HEVC

video decoder by a factor of 1.34 and 1.1 for 3 Mbps and 0.5 Mbps scenarios, relgpéctine

essential problem to be solved is ¢édluce the complexity of the CTMUVABAC codec.



The problem was parti al | ynechanibnv & dntrdpycodaqp pl vy i
complexity scalability. The main idea was to perform an accurate (and computationally intensive)
calculation of the conditional probability of a symbol for everphNlata symbol using the CTW
technique. In the case of interma symbols, the computationally complex procedure of
probability estimation is omitted by using the conditional probability that has earlier been
calculated for a symbol that appeared in the same context. In order to do that, the contéat model
must $ore information on conditional probabilities of symbols calculated with CTW for individual
contexts denoted astx) of depth(length)D, as presented in Fi§. The size of the table is equal
to the number of context tree leavEsr example, there aBcontexts (ctx G ctx 7) in the case

of a context tree ofepth D=3, as presented in Fig. 5

0 depth D

Table of probabilities

| L 1

ctx 0 ctx1 ctx2 ctx3 ctx4 Actx 5 ctx 6 ctx 7

© tx 0 \
ctx 1 ctx 5

Fig. 5. Dedicated table of probabilities calculated for symbols in individual contexts.

Each time the probability of a symbol is calculated using CTWjpgmmopriate element o
the table of probabilities is updated. What is important, the statistics of data in the context path
nodes are updated each time wtieadata symbols are processed, regardless of the mettioel of

probability estimation.



4. Efficiency and Complexity of the CTWL.CABAC

The proposed sophisticated mechanism of data statistics estimation in CABAC influences both the
compression performance atite complexity of the entropy codec. In order to explore how it
affects the parameters of thereply codec, a series of experiments were performed. The only way

to assess the features of the new entropy codec is by performing experiments with a set of test

video sequences. The nextisection presents the details of the experiment methodology.

4.1 Methodology of Experiments

In order to test the compression perfornmeaod the complexity of the CTMYABAC entropy
codec, the codec was implemented in the C++ programming language and activated in the
framework of the HEVC video codec. In order to obtahable experimental results, both the
video encoder and the video decoder were implemented. This way, the improved HEVC video
codeqhereinafter referred to as CFTWEVC) was built. The starting point for the implementation
was the reference software betHEVC video codecln our experimentshe CTWCABAC has
been activated in two different versionsloé HEVC referencesoftware: 1) the older Version 3.2
(HM3.2) of softwaré! and 2) the newer Version 16.6 (HM16.6) of HE\&Gftwaré? Both
reference sibware versions share the same set of basic codingaondl$rom the entropy coding
point of view,the main difference between thes relatedto the number ofegular sukstreams
used in the CABAC algorithr{225 regular suistreams in the HM3.2 and 17&ular sukstreams
in the HM16.6) Therefore, the implementation of the improved algorithm in both versions of
HEVC software (older and neweprovides reliable efficiency assessment of the proposed
algorithm when working withdifferent numbes of regularsubstreams.

The parameters of the CTYWABAC codec (compression performance and complexity)

were explored and referenced to the performance of the original CABAC algorithm within the



HEVC codec. Both versionsf the CTWCABAC (as described irbec. 3.4) were tested.
Compression performance tests were run for different values of the N parameter (N=1, N=2, and
N=3). The parameter daimines the level of complexif the entropy codec (an accurate and
computationally intensive calculation of a sywhiprobability with CTW is performed for every

N-th symbol only. For both the HM3.2 and HM16.6 versions of softwasperimentsvere
performed according to the following scenario:

1 HD and full HD test video sequences were uset@tion (1920x1080, 25Hz)RiverBed
(1920x1080, 25Hz),P 0 z n a E@920x4088, 25Hz),Balloons (1024x768, 30Hz),
ChinaSpeed1024x768, 30Hz)SlideEditing(1280x720, 30Hz)Vobcal (1280x720, 50Hz),
ParkRun(1280x720, 50Hz)Shields(1280x720, 50Hz)Stockholn(1280x720, 60Hz). The
sequences are known and used by the video coding society in the works on video
compression.

1 300 frames of each sequence were encoded (the exceqtedRiverBedandP o z na ESt r e e t
sequences with 251 frames in each seqyence

1 Experiments were performed farwide range of bitrates, setting in the encoders different
values of the quantization parameter (QP) equal to 22, 27, 32, 37. The value of the QP
parameter determines the quality of reconstructed picturesn excellent quality (QP=22)
to poor quality QP=37) of the video.

T 1BBBé group of pictures (GOP) with hierarch

1 Motion estimation was based on the Enhanced Predictive Zonal Search (EPZS) method, with
the search range of 64. Two reference frames fslid®@s were used for bottD and L1
reference pictures lists.

1 Coding Unit (CU) size of 64 with 4 splitting levels of CU was used.



1 RateDistortion (RD) control mechanism and Rd&estortion Optimized Quantization
(RDOQ) were switched on. RD optimization mechanism was based on aiiopally
simpler adaptive VLC codes (instead of full CABAC encoding) due to the common use of
this approach in fast realizations of video encoders.

1 Loopfilters (deblocking filtey sample adaptive offset filtemnd adaptive loop filtgonly in

case of H13.2 since there is no such a filter in HM1p.@vere enabled.

Compression performance of CFBABAC was evaluated and referenced to the results of
the original CABAC algorithmusing the Bjontegard nirc®, popular in video compression.
Having attainedhe compression results for 4 R@istortion* (R-D2) points (for QP=2, 27, 32,

37) for both the CTWCABAC and the original CABAC, twdR-D! curves were created and
compared in order to calculate the percentage saving in bitrate (BD Rate) between the two curves.
In this paper, all Bjontegaard results are referred to the luma component.

The CTW.CABAC was also tested in terms of complexity. Exments were performed for
both versions of the proposed algorith@omplexity of both the video encoder and the video
decoder was considered. Complexity of the codecs (encoders and desadatsjermined as the
time required by the processordncode oto decode a video sequende particular,encoding
anddecoding timesf HEVC with CTW-CABAC werereferenced to results achieved for HEVC
with original CABAC. As a resultarelativeincrease (measured in percentagejamplexityof

video encoding andideo decoding was calculated using the following mathematical formula:

i 1 D1 APEQNAT | D1 AGE QW
AT T D1 AOEQHw PP

Experiments were done fboth the CTWHEVC (Version 1 and/ersion 3 and forthree different

levels of entropxodeccomplexity determined by N parameter: N=1, N=2, and N=3.



It is obvious that the test platform influences the complexity results. Complexity tests were
performed on an Intel Core-B50 platform (£ores, 8 threads, 3.07 GHz, 8 MB of cache memory)
with 12 GB of RAM under the 6#it Windows 7 Professional operatisgstem. The program
code of CTWHEVC and the originaHEVC codecswvere compiled in the release mode for a 32
bit platform using the Visd&Studio 2005 environment. Multithreaded programming techniques

were not used in the implementation of the proposed mechanisms.

4.2 Conpression Performance of the CTRABAC:Resultdor HM3.2 software

When operating with the higher number of regular-stueams (225 regular sireams in the
HM3.2) the compression performance of CABAC can be reasonably improved by applying the
proposed more accurate mechanism of symbol probability estimation. lattmesork oHM3.2
software the application of the CTWABAC allows a 1.2%4.5% reduction of bitrate as
compared to the original CABAC algorithm. Detailed experimental results on the efficiency of the
first ard the second version of the CFTWWABAC within HM3.2 are presenteth Table 1, with

reference to individual test sequences.



Table 1 Average bitrate reduction due to the application of the @TMBAC within HEVC (Version land Version
2 of the algorithm for N=1) in comparison to the original HE\R&sults for HM3.2 softwareé\ positive value
denotes bitrate saving (compression gain).

BD Rate [%0] BD Rate [%0]
Test sequence

(CTW-HEVC Ver. 1, N=1) |(CTW-HEVC Ver. 2, N=1)
Station 1.78% 1.77%
RiverBed 2.90% 3.02%
Pozna@E&Stree¢gt 2.21% 1.62%
Balloons 2.15% 1.64%
ChinaSpeed 4.50% 2.91%
SlideEditing 3.39% 3.57%
Mobcal 1.51% 2.08%
ParkRun 1.68% 2.45%
Shields 3.25% 1.79%
Stockholm 2.31% 1.26%

Average] 2.57% 2.21%

Different results were obtained foespective versions of the CFG/ABAC 1 with better results

for the CTW.CABAC Version 1 algorithm. On average, 2.57% and 2.26ductions of bitrate

were achieved in case 6fTW- CABAC Version1l and CTW CABAC Version 2 respetively

(for N=1). As explained irSec.3.4, the two versions of the algorithm differ in the binarization

scheme andhe manner of statistical mddie n g

for

transform

coeffici

opinion, lower compression gains for tiEr'W-CABAC Version 2 result from the fact of

performing satistical mod#ing for bins 314 in binarized words of transform coeféot levels.

From the statistical point of view, these bins appear relatively rarely in a coded data stream of

HEVCit he

mechani sm of

to the context dilution problem.

dat a

statistics

esti mat.i

Regadless of tle version of the CTWCABAC, different results were obtained for individual

test sequences the content of a sequence affects the results to a large extent. Moderate



compression gains were achieved for standard teseseesi 1.51%3.25% for the CTW

CABAC Version1 algorthm and 1.2693.02% for the CTWCABAC Version 2 algorithm. In

general, better results were achieved for sequences with computer graphics and screen content
(ChinaSpeedand SlideEditing i 4.50% and 3.39% for the CT\WABAC Version1 and 291%

and 3.57% for the CTVWCABAC Version 2. The original CABAC was designed taking into
account the character of natural (standard) video sequences. Computer graphics and screen content
sequences have a different natutee CABAC algorithm cannot tracke statistics of the signal
efficiently in these cases. Additionally, the CT\MWABAC is distinguished by higher adaptability

to the current signal statistics, as compared to the original algorithm. Hence, higher compression

gains were observed feomenonstandardestvideo sequencehinaSpeea@andSlideEditing.

4.3 Compression Performance of the CGAXBAC: RateDistortion* curvesfor HM3.2 software

The results presented the previous section shaveragecompression gain&alculated on the
basis of the partial results fQP=22, 27, 32, 37resulting from application of theTW-CABAC
within the HEVC In order to better demonstrate the efficiency of ph@posed solutionRate
Distortiori! curveswere drawn for three videencoders. These are: 1) CTMEVC Version 1
(N=1), 2) CTWHEVC Version 2 (N=1)and3) Original HEVC. The charts (presented below)
were developedvith experimental data obtained for QP=22, 32, 37for a set of test video

sequences.
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Fig. 6. RateDistortior* curves showing compression performance of two encotlp@&TW-HEVC Version 1
(N=1), and 2) Original HEVCResults folPoznanStregBalloons Station RiverBed SlideEditing ChinaSpeedest
sequencesResults for HM3.2 software.



45

Rate / Distortion

£ R +
= [\ w

Distortion * (PSNR) [dB]
I
o

37

w
©o

SEQUENCE: PoznanStreet

Video encoder:

| * BD Rate=1.62%
:| -« Original HEVC

CTW-HEVC Ver. 2, N=1

360

500

1000 1500 2000 2500 _ 3000
Bitrate [kb/s]

3500



