
SoftwareX 26 (2024) 101669

2352-7110/© 2024 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Original Software Publication 

ECPC – versatile multicamera system calibration framework for immersive 
video applications 
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A B S T R A C T   

Accurate extrinsic parameters calibration is crucial particularly in immersive video, where camera calibration 
plays a significant role, as its quality is essential for accurate reconstruction and efficient compression of three- 
dimensional scenes. While methods for intrinsic parameters calibration, color correction, and depth estimation 
are publicly available, there is a lack of versatile techniques for estimating extrinsics in the context of immersive 
video. The proposed Extrinsic Camera Parameters Calibration (ECPC) software addresses these limitations by 
proposing an extrinsic parameters estimation method and a framework for testing its accuracy. The software is 
compatible with MPEG Immersive Video framework, allowing for seamless integration and evaluation. The 
proposed method contributes to the advancement of immersive video applications by providing a reliable and 
comprehensive approach for estimating and evaluating extrinsic parameters.   
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1. Motivation and significance 

Accurate camera calibration is fundamental for a wide range of ap-
plications, including measurements, accurate 3D reconstructions, scene 
understanding [1], camera networks and surveillance systems setup [2]. 
Intrinsic parameters calibration (estimating the optical characteristics of 

cameras) for machine vision applications poses no issues in terms of 
availability of open-source implementations [3,4] and comparative ac-
curacy evaluation [5,6]. However, the extrinsic parameters calibration 
(estimating their relative positioning) can be still very challenging, 
particularly in the context of immersive video applications. 

The estimation of extrinsic parameters is essential for achieving ac-
curate 3D reconstruction from multiple views [7]. By determining the 
relative positions and orientations of cameras, it becomes possible to 
triangulate corresponding image points and reconstruct the 3D structure 
of the scene. Therefore, the accuracy of calibration is crucial for depth 
estimation, as it relies on precise knowledge of positions and orienta-
tions of cameras within the system [7], and, as a result, on an efficient 
compression and transmission of scene information [8]. Therefore, 
without proper calibration, depth estimation and rendering of virtual 
views in immersive video would be compromised. Immersive video re-
quires calibration methods that are versatile enough to accommodate a 
wide range of camera configurations and placements. Available methods 
often cannot be used with all camera arrangements [9] or require the use 
of a kind of calibration marker that can be hard to use with large dis-
tances between cameras [10]. 

While methods for intrinsic parameters calibration, color correction 
[11], depth estimation [12,13], and final view quality assessment [14] 
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have already been developed and made publicly available, as well as 
well-established frameworks for their comparison [15–17], the evalua-
tion of extrinsic parameters quality lacks a standardized approach. 
Existing evaluation frameworks often rely on data specifically collected 
for assessing the performance of designed algorithms [10], which poses 
challenges in conducting meaningful comparisons within the research 
community. Moreover, many of the current datasets may not fully 
capture the distinctive characteristics of immersive video, as some 
frameworks use shifted images to generate pseudo-multiview images 
[18,19], or can be used only for a single stereo-pair image [20]. 

Acquiring ground truth parameters in natural sequences is a difficult 
task. Even when ground-truth extrinsic parameters are available, 
determining the final quality of rendered immersive video is not a 
straightforward process and this quality cannot be solely deduced from 
the measurement of the deviation from ideal parameters. The estimated 
extrinsics should result in consistent transformations between views, 
ensuring that the scene geometry aligns properly, so the rendering 
process can produce plausible virtual views. Therefore, a comprehensive 
assessment of extrinsic parameters quality necessitates measurement of 
the accuracy of estimated geometry. 

To address these challenges, this paper proposes two main contri-
butions. Firstly, Extrinsic Camera Parameters Calibration (ECPC) – a 
versatile software developed to enable the extrinsic parameters esti-
mation in various camera configurations and placements. Secondly, a 
comprehensive framework prepared to evaluate different methods of 
extrinsic parameters estimation. This framework involves simulating a 
virtual Blender-rendered multiview sequence, estimating parameters 
from this sequence, and evaluating the quality of depth maps estimated 
using calibrated parameters. The provided software is compatible with 
the MPEG immersive video framework [21], supports JSON-based data 
format, omnidirectional media format (OMAF) coordinate system [22], 
and depth maps with normalized disparity [23], therefore, is the first 
publicly available toolset for evaluating the extrinsic parameters in this 
state-of-the-art application. 

2. Software description 

The ECPC framework is a set of software tools designed to simplify 
and improve the evaluation of extrinsic camera parameters and 3D ge-
ometry reconstruction from images or multiple views. It covers ground- 
truth data generation and reconstruction with evaluation phases. 

2.1. Software architecture 

The ECPC framework includes a range of core functionalities that are 
organized into five separate modules. The modules are presented in 
Fig. 1 and cover major aspects of immersive video production: scene 
setup, calibration, geometry reconstruction, and quality evaluation. 
Each module operates independently, providing flexibility and 
adaptability. 

2.2. Software functionalities 

The following subsections describe these fundamental functionalities 
in more detail, sequentially presenting an overview of the entire 
workflow. 

2.2.1. Data generation 
To calibrate the multicamera system and evaluate the accuracy of 

estimated camera parameters, it is essential to provide proper calibra-
tion data and reference ground-truth data for comparison. To achieve 
this, a virtual scene created in Blender software is used (Fig. 2), 
providing a controlled and constant test environment allowing for 
proper calibration and evaluation. 

The Blender project contains a representative example of a scene 
captured by a multicamera system, together with scripts allowing for 
outputting the multiview calibration sequence in an MVD representation 
(multiple views and depth [24]). 

The provided scene includes 10 high-definition virtual cameras ar-
ranged on an arc, modeling systems often used in immersive video ap-
plications [15]. However, as underlined earlier, all modules of the ECPC 
software do not have any constraints on camera arrangement, thus users 
of the software can arbitrarily modify it to model the arrangement of 
their interest. 

The calibration algorithm (Section 2.2.3) estimates the positions of 
cameras on the basis of the positions of reference points, which are 
provided by tracking a calibration object (“marker”, Section 2.2.2). In 
ECPC, this marker is an orange ball moving through the scene volume. 

2.2.2. Marker tracking 
The second module analyzes the calibration sequence generated in 

the previous step and outputs the position of the marker in each frame 
and view. The marker positions are stored in the output file containing 
the horizontal and vertical coordinates and a visibility flag indicating if 

Fig. 1. The general scheme of the ECPC software.  
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the marker was visible by the camera in an analyzed frame. 
The marker detection algorithm is performed by analyzing both 

chroma components of the calibration sequence. All the pixels detected 
as orange (i.e., their chromas are: Cb ∈ [50, 70] and Cr ∈ [155, 195]) are 
in the first step segmented into clusters. 

In the first frame, the largest cluster characterized by a high circu-
larity coefficient is selected. Then, this cluster is tracked in the following 
frames, so the calculation of its accurate position does not require 
analysis of the entire frame because of the movement prediction (Fig. 3). 
The prediction allows for a significant decrease of the area being 
analyzed (blue rectangle in Figs. 3A and 3B), especially when consecu-
tive frames of a calibration sequence are analyzed (Fig. 3A). When only 
every i th frame is used, prediction is less accurate (Fig. 3B) implying 
that a larger area of the frame has to be searched for the marker. 
Nevertheless, the position of the marker is detected correctly in both 
cases (Fig. 3C). 

2.2.3. Calibration 
The calibrator module serves as the core module of the ECPC soft-

ware and is responsible for determining the extrinsic parameters for the 
multicamera system. The underlying calibration algorithm is based on 
minimizing the total distance between corresponding reference points 
from multiple views and their respective epipolar lines [25]. The opti-
mization process is carried out by l-BFGS (limited-memory Broyden–-
Fletcher–Goldfarb–Shanno [26]) algorithm, commonly used to solve 
problems with large numbers of variables, and minimizes an error 
function defined as: 

E
(

t→, q
)
=

∑N− 1

cr=0

∑N− 1

ct=0 ct∕=cr

∑P− 1

p=0
d(cr, ct, p),

where N represents the number of cameras in the system, P denotes the 
number of characteristic points in a camera pair (cr,ct), p is the index of a 
characteristic point, ct and cr are target and reference camera indices 
respectively, d quantifies the distance between point p and its corre-
sponding epipolar line, t→ symbolizes the 3-dimensional translation 
vector of the camera optical center relative to a global coordinate sys-
tem, while q is a quaternion-based representation of the rotation of a 

Fig. 2. The Blender project contains a test scene with 10 cameras, several static objects, and a moving calibration marker.  

Fig. 3. Tracked marker. Yellow lines: the predicted path of a marker; green lines: the actual path measured by the marker tracker algorithm; blue rectangle: area in 
which the marker is being searched for; A: analysis of consecutive frames of a calibration sequence, B: analysis of every 10th frame of a calibration sequence, C: 
comparison of detected marker positions in A (dark green line) and B (light green line) – the curves overlap every 10th frame (light green dots). 
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camera. Therefore, for each camera, there are 7 variables being opti-
mized in the process. 

In the proposal, the calibration process can be performed in one or 
more global iterations. After each global iteration, the method excludes 
outliers from a list of input marker positions and repeats the process. A 
point is treated as an outlier if its error (i.e., its distance from the cor-
responding epipolar line) is tenfold larger than E( t→,q). Therefore, even 
if some input points represent erroneously-detected objects (e.g., due to 
partial occlusion of calibration marker or temporary changes in the 
scene’s lighting), they can be automatically detected and removed from 
the optimization. 

The calibrator tool generates a .json file with sequence parameters, 
that will can be directly used for the depth estimation process. 

2.2.4. Depth estimation 
In the ECPC software, the accuracy of estimated parameters is 

evaluated by comparing depth reference depth maps with the ones 
estimated based on camera parameters received in the previous step. 

To provide fast and reliable comparison, the ISO/IEC MPEG Video 
Coding reference software for depth estimation was used – IVDE 
(Immersive Video Depth Estimation, [12]), as it provides good quality 
depth maps for multiview systems with arbitrary camera arrangements 
and is publicly available on the MPEG public software repository [27]. 

The IVDE software, as an external component, is integrated into the 
ECPC repository as an independent part using the Git submodule 
feature. 

2.2.5. Parameters evaluation 
In the last step, the estimated depth maps are compared to assess the 

accuracy of estimated extrinsic camera parameters by means of the 
number of pixels with a wrong depth value (“bad pixels”). The number 
of bad pixels is calculated in two different ways. In the first type of 
evaluation, depth maps estimated using calculated extrinsic parameters 
are compared with ground-truth depth maps, directly rendered by 
Blender (first “depth comparison” block in Fig. 1). The second evalua-
tion (second “depth comparison” block) is based on comparison of the 
depth maps estimated using calculated extrinsic parameters with depth 
maps estimated using ground-truth extrinsic parameters (extracted from 
Blender). We propose two evaluation paths because IVDE (as well as 
many other state-of-the-art depth estimation algorithms) estimates 
depth using texture analysis and inter-view comparison. Therefore, it is 
not capable of calculating the ideal geometry of a three-dimensional 
scene (e.g., for areas visible only in a single camera or smooth areas 
without edges), even if camera parameters are perfect. 

The number of bad pixels with assumed properness threshold δ is 
calculated as a percentage of the total number of pixels: 

BPδ =
100%
W⋅H

∑H− 1

y=0

∑W − 1

x=0
Eδ(x, y),

where W and H denote the width and height of the depth map, and 
E(x, y) is calculated as: 

Eδ(x,y) =

{
1 if

⃒
⃒Dref (x, y) − Dest(x, y)

⃒
⃒ > δ

0 if
⃒
⃒Dref (x, y) − Dest(x, y)

⃒
⃒ ≤ δ ,

where Dest and Dref denote depth (i.e., normalized disparity) values in 
(x, y) pixel of depth map obtained using estimated params, and reference 
depth map, respectively. 

By default, the number of bad pixels is calculated for several δ 
threshold values representing 1 %, 2 %, and 4 % of the range represented 
by a 16-bit depth map. 

3. Illustrative examples 

The software package includes a multistage example allowing for 
evaluation of the functionality and features of the provided software. 
The time required to run all stages (from rendering test sequence to the 
evaluation of camera parameters) is around 30 min. 

Before running the software examples, the user needs to compile and 
build the necessary modules: the marker tracker (see Section 2.2.2.) and 
IVDE [12] – the depth estimator. For convenience, the building process 
can be done by executing the 0_buildSoftware.py script. 

In the first step of the provided example, the test scene (Fig. 2) is 
rendered from the provided Blender project. The scene is provided as an 
example and with little effort users can use their scene or modify the 
attached example. 

Rendering of textures and ground-truth depth maps is done using 
Blender. Next, to provide compatibility with MPEG Immersive Video 
environment, views and depth maps are converted into “yuv” format. 
This step can be invoked by executing the 1_createTestScene.py script. 

Next, the marker tracker has to be executed in order to extract the 
marker position from rendered scenes. If the user wants to use the 
software to calibrate a real system with a camera-captured calibration 
scene, the marker tracker can be used for camera-captured views. In the 
provided example, this step is invoked by the 2_trackMarker.py script. 
The result of marker tracking is visualized by a green line in Fig. 3. 

The main part of the proposed software – the calibration of extrinsic 
camera parameters, can be started by invoking the 3_calibrateCameras. 
py script. The calibration script generates an output files estima-
tedParams_itN.json (where N is the number of an iteration) containing 
calibrated camera parameters. 

Further steps of the provided example evaluate the accuracy of 
calibrated camera parameters through the quality of depth maps esti-
mated on their basis. The estimation of depth maps is started by running 
the 4_estimateDepth.py script. This script executes IVDE [12] and cal-
culates two sets of depth maps: using reference parameters and using 
calibrated camera parameters. The estimation of depth maps takes ~4 
min for each set (on Ryzen 5900X CPU). The exemplary depth maps are 
shown on Fig. 4. 

The 5_evaluate.py script evaluates the precision of calibrated camera 
parameters through measuring the quality of estimated depth maps. The 
evaluation results for a provided scene are presented in tables shown in 
Table 1. 

The acquired results show that when the calibrated camera param-
eters are used, the quality of estimated depth maps is very high. For 2 % 
of acceptable difference threshold, only 4.55 % of depth maps samples 
are erroneous when compared to ground-truth rendered depth maps 
(left side of the table). To provide more context to this value, it should be 
mentioned that such accuracy is achieved only by the top 10 depth es-
timators in the Middlebury database [16] (https://vision.middlebury. 
edu/stereo/eval3/). 

Moreover, when we compare depth maps estimated using calibrated 
parameters with depth maps estimated using ground-truth camera pa-
rameters (right side of the table), we can decrease the influence of errors 
introduced by depth estimation itself. In this case, only 0.64 % of depth 
map samples are erroneous (2 % threshold). It indicates that the pro-
posed calibration method can be used to provide camera parameters of 
state-of-the-art quality, which are very close to ground truth ones. 

The proposed framework provides the opportunity to test each step 
of the processing. For example, if can be used to test the accuracy of 
marker tracking. In the conducted experiment, the ground-truth posi-
tions of the marker were exported from the Blender scene and used in 
the calibration. The final result showed that in this case only 0.4 % of 
depth maps samples were erroneous when compared to depth maps 
estimated using exact camera parameters. 

The ECPC software may also be successfully used for calibration of 
the real multicamera system capturing a natural scene. An example of 
calibration of the 20-camera system capturing a scene is shown in Fig. 5. 
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The calibration of the system starts with acquiring the calibration 
sequence containing a person holding the calibration object – an orange 
ball (attached to a stick to increase its visibility from different view-
points, Fig. 5A). This sequence is analyzed in the marker tracking al-
gorithm, which estimates the position of the marker in consecutive 
frames (Fig. 5B). Then, using the positions of the marker acquired from 
all cameras, the calibration algorithm estimates extrinsic parameters of 
the multicamera system (positions of cameras were visualized in 
Fig. 5C). In the end, these parameters are used for estimating depth maps 
(Fig. 5E) for the captured, natural multiview sequence (Fig. 5D). 

4. Impact 

The significance of the proposal lies in its potential to advance 
immersive video applications. By addressing the challenges associated 
with extrinsic parameters estimation and providing a standardized 
evaluation framework, this research enables the development of more 
accurate and reliable immersive video systems. This, in turn, contributes 
to the creation of new immersive video content of high quality. The 
software was already used to provide extrinsic parameters for the 
Martial Arts sequence [28], which became a part of MPEG Immersive 
Video Common Test Conditions [15]. The possibility of providing new 
content more easily paves the way for enhanced user experiences and 
applications in fields such as virtual reality, augmented reality, 

Fig. 4. Depth maps for view 6: A) rendered by Blender, B) estimated using exact camera parameters, C) estimated using calibrated camera parameters. The contrast 
of images was increased to highlight differences. Note that the quality of B is worse than for A because of imperfection of a depth estimation algorithm which cannot 
perfectly estimate depth for some parts of the scene (especially for areas acquired by a single camera (e.g., left top part of the view). 

B. Szydełko et al.                                                                                                                                                                                                                               



SoftwareX 26 (2024) 101669

6

telepresence, and 3D mapping. 
The software serves as a valuable reference point for correctly rep-

resenting camera parameters and depth maps within the MIV frame-
work, facilitating the development of new contributions and 
advancements in this compression standard. We also address the need 
for a standardized evaluation approach for extrinsic parameters, which 
is lacking in the current research landscape. Therefore, the framework 
promotes reproducibility by providing a proposal for an evaluation 
approach, enabling researchers to conduct comparative assessments of 
their work. As the examples presented in Section 3 have shown, the 
framework enables to test not only the accuracy of the calibration. Be-
sides provided comparisons, future experiments that could be possible 

research directions are, e.g., testing the influence of input views quality 
(e.g., the strength of their compression or noise), or different camera 
arrangements on the final quality of estimated parameters. The useful-
ness of the framework in such a wide scope of research shows how im-
pactful it can become. 

Moreover, the proposed calibration method eliminates the need for 
expensive and complex calibration objects, making it an affordable and 
accessible solution for researchers and practitioners in the immersive 
video field, lowering entry barriers. ECPC was already shared with the 
MPEG Video Coding group and was decided by its experts to be available 
on the MPEG software repository to provide a reference for future ex-
periments performed in the standardization process and to encourage 
further collaboration. 

5. Conclusions 

The paper highlights the challenges associated with extrinsic 
parameter calibration and the importance of this calibration for 
achieving accurate 3D reconstructions and depth estimation in immer-
sive video applications. We introduce two key contributions: the ver-
satile ECPC method for diverse camera setups and a comprehensive 
evaluation framework. This framework allows for the assessment of 
parameter quality through simulations in Blender-rendered multiview 
sequences and depth map evaluations. The software is compatible with 
the MPEG immersive video framework to promote collaboration and 
lower entry barriers for new researchers interested in works on this 
subject. 

Table 1 
Evaluation results: a percentage of incorrect depth map samples for the 
threshold values measured for each view.   

Percentage of 
incorrect samples in 
depth maps estimated 
using calibrated 
camera parameters in 
comparison to 
rendered depth maps 

Percentage of 
incorrect samples in 
depth maps estimated 
using calibrated 
camera parameters in 
comparison to depth 
maps estimated using 
exact camera 
parameters 

Acceptable difference 
threshold [% of max depth 
value] 

1 % 2 % 4 % 1 % 2 % 4 % 

Average 5.68 4.55 4.01 1.61 0.64 0.38  

Fig. 5. Using ECPC for natural sequence. A: single frame of calibration sequence, B: tracked marker, C: visualization of multicamera system (based on estimated 
extrinsic parameters), D: single frame of the sequence, E: estimated depth map. 
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