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Abstract - This paper presents a novel approach to speeding-up the 

view synthesis process. A general case of view arrangement in a 3D 

video system is considered. The proposed approach offers a certain 

acceleration practically without any quality loss, and further 

acceleration at the cost of lower quality of synthesis. Amount of the 

acceleration can be gradually exchanged with the degradation of 

synthesized image quality via adaptive block size depth data 

partitioning. The proposal exploits depth modeling - the depth 

data is divided into blocks of various sizes and modeled as planes. 

In such case only 4 corners of each block need to be transformed 

during view synthesis, instead of transforming every pixel in the 

block. This way depth data is adaptively simplified. The 

experimental results on wide range of multiview test sequences are 

provided, for both original and compressed depth data. 
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I.  INTRODUCTION 

Recent years have yielded rapid development of 
technologies related to a new generation of 3D video systems. 
Services like glasses-free viewing with use of autostereoscopic 
displays or free-view point navigation controled by the user 
employ synthesis of virtual views in order to overcome the 
limitations of classical video. Without view synthesis, the 
desired number of views not only could not be delivered – due 
to enormous bandwidth consumption - but also would be even 
impossible to acquire, because very dense placement of cameras 
is unattainable due to physical dimensions of the camera bodies. 
View synthesis is expected to be realized by user-side devices, 
like 3D displays, mobile phones, etc. Therefore there is a need 
for fast, computationally efficient view synthesis algorithms, 
which desirably could be seamlessly implemented in hardware. 

Currently, the most common representation of a scene is 
MultiView-plus-Depth (MVD) [1], in which information about 
three-dimensional structure of a scene is stored in form of depth 
maps. Basing on depth maps and corresponding videos (so 
called texture views), a virtual view can be synthesized, typically 
in between of the source views. The use of MVD leads to the 
simplest and straightforward approach to view synthesis, which 
is to employ Depth-Image-Based Rendering (DIBR) [2]. The 
most general idea of DIBR says that pixels 𝑚𝑠 = [𝑢 𝑣 1]𝑇 
of the source views are projected with use of the projection 
matrix 𝑃𝑠 from 2D-image plane to 3D-space 𝑀 = [𝑋 𝑌 𝑍]𝑇, 
and then projected back to pixel 𝑚𝑣 onto image plane of the 
virtual view with use of projection matrix 𝑃𝑣 (1). 

𝑀 = 𝑃𝑠
−1 ∙ 𝑚𝑠

𝑚𝑣 = 𝑃𝑣 ∙ 𝑀
⇒ 𝑚𝑣 = 𝑃𝑣𝑃𝑠

−1 ∙ 𝑚𝑠 (1) 

In the references [3-5], several variants of DIBR-based view 
synthesis have been described. These variants differ by small 
improvements in pre- or post-processing. A very important and 
interesting use-case corresponds to the linear arrangement of 
cameras that is related to applications with autostereoscopic 
displays. In such a case, a combined Homography 
transformation 2D-3D-2D (2) is simplified to a simple, pure 
translation of points, which can be efficiently implemented as a 
LookUp-Table (LUT). 

𝐻𝑣𝑠 = 𝑃𝑣𝑃𝑠
−1 (2) 

There is lack of research in field of computational 
optimization of other cases with arbitrarily arranged cameras 
(i.e. arc arrangement). In work [3], the only optimization applied 
is to use a set of Homography transforms 𝐻𝑣𝑠  reduced to 3x3 
matric (3x3 matrix multiplication), one per distance plane. 

The state-of-the-art in DIBR-like view synthesis is 
represented by View Synthesis Reference Software (VSRS) [5] 
developed by ISO/IEC MPEG group of International 
Standardization Organization, in the course of works on 3D 
television standardization. The technique implemented in VSRS 
(like many others with some slight variants) consists of the 
following steps: 

1) Forward Depth Warping – where pixels of depth map are 
projected from source view into the target view (warped 
forward). This step incorporates z-test, in which closer pixels 
occlude further pixels (simplification of this step is 
considered in the paper). 

2) Depth Post-processing – in this step, newly generated target 
depth map is processed. This includes filing of small holes 
which has not been covered by any of warped source pixels 
due to warping. Often this is done by a mean of median 
filtering. Large, disoccluded regions are not filled in this 
step. 

3) Backward Texture Warping – basing on the post-processed 
target depth map generated in step 2, texture of the source 
view is warped. This step is simpler than step 1, as it only 
involves addressing texture pixels. 



4) Image Merging – the abovementioned operations (steps  
1 to 3) are performed for each of the source views. This 
results with alternate versions of the target synthesized view. 
In this step, the contents of those alternate versions are 
merged, typically by averaging, and holes are filled with the 
content of the alternate version of the target view. 

5) Hole Inpainting - finally, as still some parts of the target view 
may be unavailable, because are occluded in all of the source 
views, texture inpainting is performed. [8]. 

The abovementioned approach is often considered for 
implementation of Graphical Processing Units (GPU) which are 
multi-scalar processor arrays incorporated in modern graphics 
cards for PC computers and also in mobile devices. In such 
approach, the most expensive step of the view synthesis process 
is Forward Depth Warping. The most commonly, it is 
implemented as multiplication of 4x4 homography matrix per 
4-element pixel position vector. This is performed for every 
pixel in the image, which is very expensive. In this work, we 
propose a novel approach to view synthesis, in which this most 
expensive step, Forward Depth Warping, is dramatically 
lightened. 

II. THE IDEA OF THE PROPOSAL 

The main idea of our proposal lies in simplification of the 
representation of the depth data. Instead of dense, regularly 
sampled pixels in depth map, we propose to represent depth in a 
similar way as in case of platetet-based compression technique 
[9]. In our approach rectangular blocks of depth pixels are 
modeled with flat planes, described by four corners. In this case 
complexity of view synthesis process is significantly reduced. 
Instead of pixel by pixel transformation, plane-model-based 
transformation can be used (Fig. 1). 

 

Figure 1.  The main idea of the proposed method. 

Therefore, in our method, projection of the given block of 
size 𝑁 × 𝑁 pixels can be done by projection of only 4 corners of 
the plane model, instead of 𝑁2  pixels. The theoretical 
𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 of projection can thus be described as: 

𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 =
𝑁2

4
 (3) 

This theoretical acceleration is of moderate practical use, as 
it describes speedingup of projection of a single block of depth 
only and does not provide any indication about degradation of 
the quality of the modeled depth. Therefore, we compared the 

quality obtained with the proposed method to commonly used 
view synthesis approach.  

III. DEPTH MAP BLOCK MODEL 

The depth for a given block is modeled as a plane defined by 
equation: 

𝑧′(𝑥, 𝑦) = 𝐴 ∙ 𝑥 + 𝐵 ∙ 𝑦 + 𝐶 (4) 

where: 𝑧′(𝑥, 𝑦)  is depth value for coordinates (𝑥, 𝑦)  of the 
planar-depth model in a given block, 𝐴, 𝐵, 𝐶 are parameters of 
an arbitrary plane, constants for a given block. 

For a given block, plane parameters 𝐴 , 𝐵  and 𝐶  can be 
estimated basing on actual content of the modeled depth map 
𝑧(𝑥, 𝑦) , with use of least-square energy minimization. We 
assume that we search for such a set of parameters that 
minimizes energy of 𝑒𝑟𝑟𝑜𝑟 in a given block of size 𝑁 × 𝑁: 

𝑒𝑟𝑟𝑜𝑟 = ∑ ∑(𝑧′(𝑥, 𝑦) − 𝑧(𝑥, 𝑦))
2

𝑁−1

𝑦=0

𝑁−1

𝑥=0

 (5) 

It can be derived that: 

𝐴 =
12𝑆𝑥𝑧 − 6𝑆𝑧(𝑁 − 1)

𝑁2(𝑁 + 1)(𝑁 − 1)
 , 𝑆𝑥𝑧 = ∑ 𝑥 ∑ 𝑧(𝑥, 𝑦)

𝑁−1

𝑦=0

𝑁−1

𝑥=0

 , 

𝐵 =
12𝑆𝑦𝑧 − 6𝑆𝑧(𝑁 − 1)

𝑁2(𝑁 + 1)(𝑁 − 1)
 , 𝑆𝑦𝑧 = ∑ 𝑦 ∑ 𝑧(𝑥, 𝑦)

𝑁−1

𝑥=0

𝑁−1

𝑦=0

 (6) 

𝐶 =
−6𝑆𝑥𝑧 − 6𝑆𝑦𝑧 + 𝑆𝑧(7𝑁 − 5)

𝑁2(𝑁 + 1)
 , 𝑆𝑧 = ∑ ∑ 𝑧(𝑥, 𝑦)

𝑁−1

𝑦=0

𝑁−1

𝑥=0

 , 
 

where z(x, y)is the depth map value for coordinates (x, y). 

IV. DEPTH MAP PARTITION 

The proposed idea can be applied in various ways. In 
particular, the partitioning of depth image into square blocks can 
be done very arbitrarily. We have decided to model the depth 
data in a content adaptive manner. We have divided the depth 
data into the blocks basing on the Lagrangian optimization, 
which choose between depth representation accuracy (model 
error – depth quality) (5) and the amount of the acceleration (3). 
Lagrangian multiplier 𝜆  allow control of ratio between depth 
accuracy and the speed-up-ratio: 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝜆 ∙ 𝑒𝑟𝑟𝑜𝑟 + 𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 (7) 

 

Figure 2.  An exemplary depth frame of Poznan Street sequence [11], 

partitioned into a blocks of various size (right) and modeled (left). Partitioning 
has been illustrated as blocks uniformly shaded with random gray level. 

Each of the depth images (for each view separately) is 
partitioned in a quad-tree based manner. For sake of practicality, 
we consider block sizes from 1×1 (single pixel) up to 64×64 
pixels. Such a range of block sizes align well with 
state-of-the-art compression technology (and thus video 
representation) trends [9, 10]. 



V. EVALUATION 

We have evaluated our approach with use of commonly 
known 3D video sequences, widespread by ISO/IEC MPEG 
group during announcement of “Call for Proposals for 3D Video 
Coding Technology” [12]. Those sequences consist of 
multiview high-resolution video data along with high quality 
depth maps and are provided for scientific purposes (Fig. 3). 

For each of the used test sequences, depth maps from three 
input views have been modeled with use of the proposed 
technique. The resultant depth models for those views , along 
with corresponding textures, have been used to synthesize 
virtual views in 6 intermediate positions, equally spaced 
between the input views. Average quality of those 6 synthesized 
views, measured as a luminance PSNR with respect to views 
synthesized using the original unprocessed depth data has been 
evaluated. 

    

    

Figure 3.  Test sequences used in evaluation, from top-left: Poznan Street, 

Poznan Hall, Poznan Carpark [11], Newspaper [13], Undo Dancer [14], 

GT Fly [15], Kendo, Balloons [16]. 

The experiments have been performed on original depth data 
(uncompressed), as well as on compressed depth data in order to 
evaluate the acceleration obtainable in a real world scenarios, 
where the quality of depth is degraded during transmission. 
Videos and depth data was compressed with use of a 
state-of-the-art 3D video coding technology, namely 3D-HEVC 
[10] developed by Joint 3D Video Coding Team (JCT-3V) of 
MPEG and VCEG. As for compression, 4 different rate-points 
have been used, recommended by JVT-3V for compression 
performance evaluations [12]. In particular QP/QD pairs of 
(25,34), (30,39), (35,42), (40,45) have been used. The 
experiments have been performed for a wide range of 
Lagrangian multipliers, which resulted in comprehensive 
“quality versus acceleration” curves. 

VI. RESULTS 

Fig. 4 shows the degradation of PSNR in a case, when depth 
modeled with the proposed method is used for view synthesis 
instead of original data. For most sequences, the plateau of the 
curve is reached at about 60dB, which corresponds to almost no 
visible degradation. This corresponds to different speed-up 
ratios, depending on the sequence: from about ×2 (for GT_Fly) 
to about ×12 (for Poznan Hall 2). It can be noticed that for 
acceleration from ×32 to ×512, degradation of PSNR is no lower 
than 40dB versus the original data. 

Fig. 5 show similar comparisons but with respect to depth 
data compressed with 3D-HEVC. Here, we consider already 
degraded quality and thus some of modeling artifacts are hidden, 
which allows higher acceleration. For example of QP/QD pair 
(30,39), acceleration of ×16 leads to no further degradation of 
quality, related to compressed (but not modeled) depth data. 
Further acceleration to ×512, leads to degradation to PSNR level 
of about 42dB for most of sequences, with exception of Dancer 

and Newspaper sequences, where such acceleration leads to 
degradation to a level of about 35dB. 

 

Figure 4.  Depth modeling of the original uncompressed data. PSNR 

averaged over the synthesized views (measured with respect to the original 

uncompressed data case) versus acceleration. 

In Fig. 6, the same phenomenon is shown as an average over 
the sequence set. It can be seen that  for QP/QD pair (25,34), 
there is almost no degradation penalty for acceleration of about 
×16, while for acceleration of ×256, the quality lowers to about 
42dB. On the other hand, for QP/QD pair (40,45), there is very 
slight degradation from about 41.5dB to 40dB, while 
acceleration ranges from ×6 to ×256. 

The loss of PSNR, averaged over all of the sequences is 
presented in Fig. 7. It can be notices, that for acceleration of 
×256, quality degraded proportionally to the quantization level 
used for compression – the higher compression (higher QP), the 
lower the delta between the quality of the views synthesized 
based on modeled and not modeled (but still compressed) depth 
data. 

VII. CONSLUSSIONS 

In this paper, a novel approach for view synthesis 
acceleration based on depth map simplification has been 
presented. As it has been shown both theoretically and 
empirically, the proposal leads to a vast rendering speeding-up, 
within the range from×16 to ×256 with still acceptable level of 
synthesized image quality degradation. The level of synthesis 
quality degradation and resulting projection acceleration can be 
controlled by a constant used in Lagrangian optimization of 
presented depth modeling. The proposed tool of depth map 
modeling and simplification is similar to a well-known platelet 
based depth map representation [9]. 
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Figure 5.  Average view synthesis quality using videos and depths compresed 

by 3D-HEVC with various QP pairs versus acceleration. 

 

Figure 6.  Comparison of view synthesis quality in terms of PSNR averaged 

over all of the sequences versus acceleration. 

 
Figure 7.  Comparison of average view synthesis quality lose caused by 

projection acceleration versus acceleration for view synthesis based on 
compresed data with different QPs. 
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