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Such philosophy, known as video plus depth approach, allowsThis paper is organised as follows. Section Il presents an
high bitrate savings, because most of the views do not neakrview of the current intra-based tools used for depth map
to be explicitly encoded and transmitted. The process useading in the on-going 3D-HEVC standard. An explanation
for rendering additional views is known as depth image basefl the overall structure of PDC is presented in Section Ill.
rendering (DIBR) [10], [11]. A detailed description of the coding techniques used in PDC
In the scope of the video plus depth approach, the given in Section IV. Section V presents the encoder rate-
standardisation process comes out with three solutions usiigtortion control mechanism for PDC. Experimental results
different base coding technologies. MV¥® is proposed are presented and discussed in Section VI, and the conclusions
as a simple solution for sending texture views along withre drawn in Section VII.
depth maps, which does not introduce any change to the
algorithm used in MVC. All changes are related to high level ||, OvErRvVIEW OF CURRENT INTRA TECHNIQUES FOR
syntax elements providing a way to signal the presence of DEPTHMAP CODING IN 3D-HEVC

d_epth views [12]'.A more advancegl approach which prov_idesln general, depth maps are characterised by approximately
higher compression ef ciency, being backward Compat'blgonstant regions, separated by sharp edges at object

With AfVC (dallowing a fg‘; chc eag adzptign inhthe nr:arke%oundaries. Due to this characteristic, current transform-based
Is referred to as ) [13]. epth  enhanceg,ye, coding standards present some issues for coding depth

3D video coding extension to the HEVC standard, known ?ﬁap signals. Most of these issues are caused by transform

3D-HEVC 8], [14], [15] is under development, being bUiItcoding that generates a limited number of coef cients in at

over the MV-HEVC algorithm. This is the Stalte'Of'the""“&reas, and quantisation that introduces strong ringing artefacts
solution for 3D video transmission. In essence, all of t hich blur sharp edges. As the depth maps are typically

3D video coding solutions use the standard hybrid codingqy 1, generate intermediate views, these artefacts highly

solution for depth compression, incorporating few add't'onﬁlffect rendering capabilities. These observations motivated the

tools fqr depth coding: _investigation of alternative coding techniques for depth maps.
In this context, speci ¢ methods for depth map compression £, ot ciant depth map intra coding, 3D-HEVC algorithm

havg been rt_acently proposed [8], [1(.5]_[18]‘ Regarding intreamploys transform coding with directional intra prediction,
coding techniques for depth map coding, algonthms based oy typically used for texture image coding [8]. However, in
Platelet [16] and Wedgelet [17], [19] modelling has been SUider to better represent depth maps, 3D-HEVC introduces

cessfully used for ef cient depth map representation. Bitratﬁ: w coding tools. For depth map intra coding, 3D-HEVC
savings of about 25% using Platelet-based coding of de ables all in-loop Iters which were designed’for natural

maps have been reported in comparison to H.264/AVC in |‘?|age coding. The de-blocking Iter (DBF) and the sample

coding [16].' The_ use of Wedgelet block segmentgtion _h%ﬁaptive offset lter (SAO) are useless for depth signals, and
been early investigated on HEVC standard, presenting bitr 1§y unnecessary computational complexity

E:eductiolnsv\tlnnd delpth map cgding up t(f) ﬁl% [17]’f [#9' In order to better represent the sharp edges of depth
urrently, Wedgelets are used as part of the state-of-the, réps, 3D-HEVC has three main additional intra coding

depth intra cod_ing te_chniques adopted in_ 3D'HE\_/ 0ols [14], [21]: depth modelling modes (DMM), segment-
standard [8]. An interesting proposal on depth intra COd"Wise DC coding (SDC) and single depth intra mode. Depth

f!J”V replaces th? 'Fransform-based residue coding and dir@L(‘ﬁokup Table (DLT) was also proposed to reduce the bit
tional intra prediction framework of 3D-HEVC standard bydepth of residual signal, for those depth maps with reduced

an advanced geometry-basetranprediction approach which depth range due to quantisation. The View Synthesis Opti-

mc'g.df.s plar(lje ttlntg, \tNef?g(:Iet TEOd?”m(?_' mtleé—clomtpone isation (VSO) consists in using the distortion of synthesised
prediction and constant ofiset residual coding [ _]' N 1erMS Plaws to directly evaluate the effect of the encoded depth block
coding performance, this algorllthm IS not superior to CUITeRL, . iy ey synthesis during the RD optimisation process.
3D-HEVC encoder. However, it supports ef cient trlangularrhe following sub-sections present a brief description of the

mesh e_xtract|on for scene surface represgntatlon.. . most important depth intra coding methods used in 3D-HEVC
In this paper, we propose an alternative coding soluti gorithm [21]

based on intra techniques for ef cient compression of dept

maps. The developed algorithm, referred to as Predictive o

Depth Coding (PDC)putperforms the most recent version of*- Intra Prediction Framework

3D-HEVC reference software [14] for intra depth map coding, Intra prediction is a key tool of standard image and video
when the assessment metric is the objective quality of tkempression algorithms, being equally important for depth
views synthesised using original textures and coded depmilap coding. For an ef cient prediction of the sharp edges and
maps. This work is built over a previous version of theat areas presentin depth maps, 3D-HEVC maintains the same
algorithm presented in [20]. The experimental results shawtra prediction modes, as proposed to the HEVC standard.
that the novel coding tools and the improvements proposéHis prediction framework includes 35 modes de ned for
in this paper resulted in a state-of-the-art RD performance fequare prediction unit sizes, fromx44 up to 32x 32.

intra depth map coding. Signi cant gains were achieved over HEVC directional block prediction is based on 33 different
the current depth map intra coding algorithm used in the mastgular modes (numbered from 2 to 34) [4]. This represents
recent proposal of the 3D-HEVC encoder. a signi cant extension to the 8 directional modes used
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at surface, characterised by a single constant partition value,
# called CPV. During encoding, CPVs are estimated as the
mean depth value over each partition. For an even more
ef cient representation, estimated CPVs are predicted based
on neighbour reconstructed pixels. The difference between the
S estimated and predicted CPVs, denominated delta CPVs, can
be transmitted using two different approaches. In the rst one,
delta CPVs are transformed, quantized and entropy coded,
while the other approach signals CPVs using SDC and DLT

in AVC encoder, which is mainly motivated by the increasegiethods, which are detailed below.
size of prediction units. To generate the predicted block,
the reconstructed block boundary samples are projecteddnDepth Lookup Table

some directions, using bi-linear interpolation witt82 sample |t has been observed that most depth maps were originally
accuracy. _ o quantised, not using the full available depth rangefofdues.
AIternanver, intra planar and DC_pred|ct|on modes_can tﬁepth Lookup Table [21], [23] was proposed to reduce depth
used to predict smooth areas, which are frequent in depfique bitrate using a restricted set of valid depth values.
maps. Intra planar assumes an amplitude surface with vertig®).4evC constructs the DLT based on the depth values used

and horizontal slopes, derived from the block neighbourhogdeach group of pictures (GOP) of the input sequence, and it
reference samples, while intra DC uses a at surface withgnsmits the DLT information to the decoder.

Fig. 1. Example of Wedgelet (left) and Contour (right) block partitions.

constant value estimated from the block neighbourhood. DLT algorithm uses some auxiliary mapping tables to map
the valid depth values to index values and vice-versa. From
B. Depth Modelling Modes the construction procedure, detailed in [21], three tables are

derived, namely the DLTD(.), the Index Lookup Tabléd (.)

Depth modelling modes (DMM) consist in new intra ; :
- . : nd the Depth Mapping Tabl®(.). In order to derive the
prediction modes for ef cient edge representation [8], [22]. sidual indexires; to be transmitted, the original depttiyig

These modes are available together with the original HEVE : .
intra directional prediction m%des providing agn aIternae}nd the predicted depthyreq are converted to the respective
. L ' ; . indexes and subtracted:
tive approximation for depth maps. The residual difference
between the depth modelling approximation and the original iresi= 1 (dorig) ! (dpred)- Q)
depth map is encoded using transform coding, as for ordinary .
intra prediction modes, or explicitly modelled by constant At the decoder, the reconstructed mean depth value is rstly
partition values (CPVs). The main idea of the depth modeliirf{ffved as
modes.is to divide the blqck into two disjointed regions, and aorig =1 1 (dored) + ires), 2)
approximate them by using constant values. Two types of i . . . )
partitions are de ned, namely Contours and Wedgelets. ~ @nd the mean residual signal is obtained using

In Wedgelet partition, a straight line de ned between two Groci = Ao d 3

. . . resi orig pred- ( )
points located on different borders of the block is used to ~
separate the block into two regiom®s and P,. This type of The reconstructed samplé,, are computed by adding the
partition is illustrated in Figure 1 (left), using the straightmean residual valugresj on each prediction samplgyy.
line de ned between pointsS and E. At the encoder side,
the best matching Wedgelet partition is searched using the Segment-Wise DC Coding

original depth signal. The Wedgelet which presents the lowes o L . .
distortion, between the original depth and the pre-de nedLrhe Segment-wise DC Coding is an alternative residual

. ) . oding method, which does not require transform and
Wedgelet pattern, is trensm}tted. More details about Wedgeg%tantization methods [21]. SDC can be applied to all depth
partition search and signalling can be found at [21].

The Contour partition mode differs from Wedgelet |oartitior|1ntra prediction modes and it only can be used at Prediction

in the sense that it is not a geometry guided block division, bHP'tS (PUs) of sSiz€ BIx 2N. Eor directional intra prediction,
one segment is de ned, while for DMM two segments are

texture guided block segmentation. This is an mter—compone(?e— ned. For each segment, SDC uses the mean value of

predicted mode, which uses co-located texture block 0riginal depth values and a predicted depth value to form a

generate block partition (see Figure 1 - right). A threshol réfsidual value that is encoded using DLT.
ing method, based on the mean value of the luminance o

the texture block, is used to de ne two regions. Note that

each region may contain multiple parts. Because it uses freSingle Depth Intra Mode

texture information, Contour is an ef cient method to transmit The main motivation for single depth intra mode is the fact

arbitrarily shaped regions. Otherwise, it would require a largkat most areas on depth maps are smooth and present similar

amount of bits to explicitly represent the image contours. depth values. The principle of this mode is to reconstruct
Depth modelling modes also require the transmission tife depth block by using a single depth sample value which

the depth model in each partition. Depth is modelled asis obtained from a sample candidate list. Specic sample
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positions of current block neighbouring are used in a&input o residue
prede ned order to derive the sample candidate list. No residudmage Y- coding
information is transmitted when this mode is used. 4

mode ! residue

I decoding
F. View Synthesis Optimisation |
As pointed out previously, depth maps are not directly | SP)

observed by the viewer, since they present the structural directional | | outpnt
information of the scene, which is mainly used for view N i J image
synthesis. In order to better encode depth maps for this |7 [ prediction |7
purpose, the View Synthesis Optimisation (VSO) method is . [Pty |
used in 3D-HEVC. The distortion measure consists in the 4e—  depth “l
distortion between the synthesised views, using the original ! modelling |
and the encoded maps [22]. This method is motivated by the ﬁ 77777 ¢
fact that the small coding errors in depth data may lead to " rate-distortion control iﬁ’fgy L > bitstream

signi cant distortions in the synthesised views and vice-versa.
To measure the synthesised view distortion, two VSO metrics  rjg 2. Block diagram of the proposed intra PDC algorithm.
can be applied in the RD optimisation process.

The rst VSO metric, that is barely used, is known as

the synthesised view distortion change (SVDC). It direct%e PDC algorithm were investigated in this work in order

performs view synthesis using the encoded data and MeasyiCievelop a viable alternative algorithm for intra depth map
the distortion of the synthesised views. The distortion oding

computed by using the sum of squared errors (SSE) bet""ee':fhe . block diagram of the novel proposed intra-based

the synthesised view, based on encoded data, and the BLfc algorithm is presented in Figure 2. Similarly to most

based on the original refgrence. Commqnly, up to six vievys, gelvideo coding schemes, PDC presents a hybrid coding
are used to evaluate the view synthesis distortion. The sec roach based on intra prediction and residue coding. In the
metric, that is more often used, estimates the synthesised v ing process, PDC rstly divides the input image into

distc_)rtion without actually pe_rformipg view repdering. It WaBa x 64 pixel blocks. Each block is intra predicted through
d_e3|gned to _be fast, .bUt still prowdes a reliable mod_el f%e neighbouring reconstructed blocks within the same image.
view synthesis distortion. Details about these two metrics G intra prediction modes are inspired by the planar, DC and
available at [21]. angular modes proposed in the HEVC standard. Alternatively,
the block may be encoded using a constrained depth modelling
I1l. OVERVIEW OF PREDICTIVE DEPTHCODING mode, designed for edges that are dif cult to predict. This
An initial version of the algorithm for the Predictive Depthkind of edges is typically observed in the bottom-right region
Coding (PDC) approach was presented in [20] using inttd the block, which cannot be predicted by directional intra
coding. Such initial proposal only consisted on a exiblgrediction modes using left and top neighbouring block
block partitioning scheme combined with an intra predictiveamples. The proposed constrained depth modelling mode
framework, similar to the one used by HEVC standard, aradlows to explicitly signal an approximation of the edges in
constant residue modelling. Each generated residue bldbk block and surrounding smooth areas.
could be further partitioned, according to the exible PDC encodes the residual information, given by the
partitioning scheme, by a piecewise constant approximationifference between the original and intra predicted signals,
Experiments, using the algorithm in [20] for depth mapsing a straightforward and ef cient method that applies linear
intra coding and the VSRS-3.5 software [11] for view synthexpproximations to the residue signal, depending on the chosen
sis, showed signi cant gains in terms of synthesis objectivatra prediction mode. This dependence on the prediction
quality (PSNR), when compared to the use of the Plateletode is indicated in Figure 2 by the dotted line. Like
algorithm [16], speci cally developed for depth map coding3D-HEVC, PDC uses a depth lookup table to efciently
Furthermore, comparisons with the state-of-the-art standamtgode the residue signal values, mainly when depth maps
for natural image and video coding, as the AVC and HEV@resent a very restricted depth range.
encoders, showed a clear advantage of this preliminaryOn the encoder side, most of the possible combinations of
algorithm. block partitioning and coding modes are examined. The best
The novel PDC algorithm, presented in this paper, wase is selected according to a Lagrangian RD cost. During the
mostly motivated by the last developments of 3D-HEV@ncoding process, each block is reconstructed in the same way
algorithm for depth map coding, based on HEVC technologgs the in decoder. Reconstruction data is further used by the
These advances allow the 3D-HEVC algorithm to achievencoder to generate the preiba signal for the next blocks.
state-of-the-art RD performance for depth map coding, beingThe encoded bitstream contains the ags used to signal
more ef cient than alternative algorithms presented in litethe block partition, the DLT information and the symbols
ature, including the previous PDC-based algorithm in [20produced by the encoder blocks: directional intra prediction,
In this context, new coding techniques and improvements ¢onstrained depth modelling mode and residue coding,
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28 TABLE |
2% ” FLEXIBLE SEGMENTATION RESTRICTIONS PERQUADTREE LEVEL
v h
32 x 64 64 x 32
24 ,|/v h\|‘ 23 JA; |1\|A 25 Quadtree level Max. block area  Min. block area
| lﬁx"’i\l‘ , J/?f”i\L " ‘|/‘34x el 2 (64x64) 4096 (64 x 64) 256 (16 x 16)
[T6x3 | [52x16 | 1 (32x32) 1024 (32x32) 64 (8x8)
19 4 T 18 A e 20 0 (16 x 16) 256 (16 x 16) 1 (1x1)
[[8x32 | [[16x16 | [[32x8 |
5 16 ,~ P 17 N
[ 8x16 | [[16x8 |
1 v 3 13 v 3 5 . . . . .
| 4“6‘7 T‘ng‘f Tl6x4 ! Note that, block sizes with a high ratio between horizontal
N U A R 12 A and vertical dimensions (ratios larger thanedg.64x 1) are
, A|/V4 x Sh\|‘ . ‘l/vs x 4h\|‘ o not included in the proposed partitioning scheme because they
[2x38 | [ax4 | [ 8x2 | signi cantly increase the encoder’'s computational complexity
e 6 v B T N and have a small impact on the RD performance.
. ‘I/VZ ”h\L ; ,I/V4X2h\|‘ s Despite the restriction to 29 possible block sizes, the
[1x4 | [[2x2 | [ax1 | complexity required to test all the possible block partitioning
Tli;? T} i 1»|/V combinations in the encoder side still remains the main issue
T~ 0 A of the proposed exible partitining scheme. In [20], a rough
1x1 solution was used to alleviate this problem by dividing the tree

(Figure 3) into two sub-trees: one above block sizex166
and another below. The 6464 block could then be encoded
) ) o using the upper sub-tree, where each block could be either
as signalled by dashed lines in Figure 2. For entropy encodingyiitioned down to 18 16 block size, or it could be encoded
PDC employs the context adaptive m-ary arithmetigs gixteen individual 16 16 sub-blocks, partitioned according
coding (CAAC) algorithm, based on the implementatiog, ihe second sub-tree, from block sizex186 down to I 1.
of [24]. For each frame, the probability models are initializeg,  sing these two sub-trees, some constraints were created in
with uniform distributions. A different context model, whichpqck partitioning, because the initial 8464 block could not
depends on the block size, is used for most of the transmitteshiain two sub-blocks from both sub-trees simultaneously,
symbols. e.g.sub-block sizes 18 64 and 2¢ 4. This solution provided
a signi cant computational complexity reduction over the one
IV. CODING TECHNIQUESUSED INPDC using the full partition tree. This is so, because not all the block

This section details the coding techniques that constitute trtitioning combinations are examined, as it would happen for
PDC algorithm, highlighting the main contributions of thigull tree optimisation from block size &4 64 down to Ix 1.
work relative to the current existing techniques used in tt¥0te that the number of block partitioning combinations from
3D-HEVC encoder. The proposed techniques were designedtg€términed block size down to<11 increases exponentially
maximize the RD performance of the encoded depth maps aM¢ its size. _ _
quality of the synthesised views. However, in order for PDC N this work, a more ef cient solution, based on a quadtree,
to have a low computational complexity, some simpli cations$ Proposed to mitigate the cquatational complexity problem
leading to sub-optimal decisions have been made. Thus, gfghe exible block partitioning. Three quadtree levels were

proposed algorithm is a compromise between complexity afg Ned at block sizes 16« 16, 32x 32 and 64x 64.
coding ef ciency. The four partitions, generated by each quadtree partitioning,

are processed using a raster scan order. For each presented
) o guadtree level, the exible partitioning can be used within a
A. Flexible Block Partitioning restricted range of block sizes, which depends on the block
Unlike the 3D-HEVC encoder, PDC uses an alternativerea. Table | presents the proposed maximum and minimum
block partitioning scheme for a more exible block approxblock areas (and block sizes) that are obtained by the exible
imation. Firstly, PDC divides the input depth map into xedblock partitioning scheme, for each available quadtree level.
64 x 64 sized blocks. During the encoding process, eachThe main advantage the proposed scheme, over the previous
block can be further segmented through a exible schemsglution in [20], is the great amount of bdck partition
which recursively divides the block, either in the vertical ocombinations, which allows to use larger block sizes
horizontal directions, down to the 2 1 size [25]. In this (e.g. 32 x 32) together with smaller onese.f. 1 x 1),
scheme, vertical partitioning is rst applied and left partitiormaintaining a lower computational complexity. Figure 4
is processed before the right one. Then, the block is alpoesents an example of an optimsegmentation tree (left)
partitioned in the horizontal direction and the top partitiowith the corresponding bldéc partitioning scheme (right),
is processed before the bottom one. Each generated partittased on quadtree plus recursive exible partitioning. Darker
is recursively processed using the same partitioning schemedes represent quadtree fitaon, while brighter nodes
until the smallest block size is reached. The possible blockrrespond to the exible pétioning, being complemented
sizes are labelled from O up to 29, as illustrated in Figure &ith the “h” and “v’ labels, for horizontal and

Fig. 3. Possible block sizes in PDC and respective label numbers.
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To generate the block partitions in the image sample
domain, a simple formulation was derived. Let and h flz,y) =a
dene the block width and height, respectively, and
r = maxw, h)/ min(w, h) de ne the ratio between block o) = (s
dimensions. The partitiorP, (see Figure 6) is dened by ;.
all the block samplegx,y) (with x = 0,...,w 1 and residue
y=0,...,h 1) that satisfy the following conditions:

mode —

y+ (x/r) (h+d 1), ifw>h

4
x+ (y/r) (w+d 1), otherwise @ T e lprr]L coded
f( y) = 0 :_. N residue
whered = O0,...,min(w, h) is the offset variable used Lo .
to change the partitioning line position, as illustrated

. ) Fig. 8. Detailed schematic dhe PDC residue coding method.
in Figure 6.
The above description clearly highlights the importance of | . . L S
. e Linear residue approximation is mainly intended to encode
exible partitioning scheme for the proposed CDMM. It allows . . .
a residue produced on smooth areas. Constant residue approxi-

CDMM to use different block partition possibilities, using amation is employed only when DC mode is used. On the other

m'”'.”?a' 'ove.rhead. Only the posmon. of the CP.MM bloc‘ﬁwand, linear tting is used to approximate the residues gener-
partition is signded through offset, while the partition slope ated by the horizontal (angular 10) and vertical (angular 26)

is implicitly derived from the used block size. S . o
CDMM block partitioning generates two partitions Whosglrectlons. Note that, a row- or column-wise formulation is
' sed without any additional offseas formulated in Figure 8.

depth Vf"‘.'“es are approx!matgd by using a gonsta_nt value. e main motivation for angular 10 and angular 26 prediction
P1 partition, the approximation coefcient is derived from

the block neighbourood, namely through the mean of 0L 8 ISR B MEECE T RIS S T
left and top neighbouring reconstructed samples. The constant P '

L o -~ . respectively.
approximation ofP, partition is explicitly transmltfced to the Due to the way their residue is encoded, these modes
decoder. For that, the mean value of the original sampl

in Py is computed and the difference between the const ntc’ angular 10 and angular 26) tend to be mostly used at

valuesP; and P is encoded using the DLT technique (detailearnOOth regions, where the residue often can be easily approx-

in Section 1I-C), as done for the residue generated by dire'(r:r]ated by linear tting. For the remaining planar and ang_ula_lr
modes, PDC always encodes a null residue. Angular prediction

tional intra prediction. The residual information generated b odes are mostly intended for depth edge prediction - they

thirgr;?sosed approximations is bypassed, not requiring al?gually choose angular modes whose direction matches the

Unlike directional intra prediction, which can use bloc redicting edge. When the prediction direction does not match

sizes down to the ¥ 1, CDMM is disabled at smaller block he edge, highly irregular residue patterns, which cannot

. . . bfe ef ciently represented by linear modelling, tend to be
sizes, namely blocks with an area equal or less than 5 pixels . . )
?_nerated. For this reason, in order to save some bits, we

(see Figure 3). This is so because at these levels the rig% . . -
bottom block partition is not feasible, since the blocks ardlsable residue coding on angular prediction modes. Note

just one pixel wide in either dimension directions. t%gt, .when depth map edges cannot be ef ciently predlcte'd. by
existing modes, encoder RD control tends to further partition

. ) ) the block into smaller sub-blocks that can be better predicted
D. Residual Signal Coding and encoded.

The residual signal is given by the difference between theThe linear model coef cient used to approximate the residue
original depth and predicted samples. In PDC, the exibl@igure 8) is computed by a straightforward method. For a con-
block partitioning scheme combined with the directional intrstant residue approximation by the DC mode, the coef cient
prediction and CDMM provides very efcient prediction,is given by the mean value of the residue samples. For the
resulting in a highly peaked residue distribution centered ahgular 10 and angular 26 modes, the mean of the rightmost
zero. For this reason, PDC does not use the DCT, but eslumn and the mean of the bottom row of the residue block
alternative approach which often assumes null residue aame transmitted, respectively. Note that the transmitted mean
uses linear modelling in the other cases. The simplicity ehlues computed from the right column or bottom row do not
the proposed approach is also advantageous in terms of caworrespond directly to the value of the linear coef ciehtand
putational complexity. Figure 8 illustrates the schematic of therepresented in Figure 8. However, they can be easily derived
proposed residue coding nhetd. Four approximation modelsat the decoder from the received values.
are available: constant, horizontal linear and vertical linear, Depending on the chosen prediction mode, which is known
as well as a special case of null residue. In this approach, the both the encoder and decoder, one of the residue
residue block size matches the prediction block size. Thus, tugproximation models should be transmitted. However, for
residue block is no further partitioned. This proposed residaemore ef cient RD coding, PDC allows to bypass residue
coding solution has been shown to be more ef cient than tlproximation, through the use of a binary ag. The bypass
one presented in [20]. mode is tested as an alternative residue coding mode that can
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be chosen, depending on the RD cost evaluation (see Figure 8PDC uses an appropriate context modelling, in order to
In practice, this ag provides a lower bitrate coding for thesf ciently exploit the fact that larger blocks are mostly used
zero coef cient used in the approximation models. at low bitrate RD points and smaller blocks at high bitrates.

PDC uses a simple residue quantisation scheme, Bgr quadtree partitioning ags three independent probability
rounding the residue model coef cients in the form of meamodels are used, depending on the quadtree level where
values to the nearest integer. Note that in opposition to make ag is transmitted. For the exible partitioning scheme,
codecs like 3D-HEVC, bitrate control is not performed bgontext modelling depends on both the block size (of exible
the quantisation step size, that controls only the precisipartitioning) and quadtree partition level from where exible
of the transmission of the residue coef cients. As mentiongghrtitioning was initiated. Thus, based on Table I, 41 probabil-
before, bitrate is controlledhtough the Lagrangian multiplier. ity models (which correspond to #3911+ 11 block sizes used
When the intensity range of the input depth map is quantiséchm quadtree levels 0, 1 and Zspectively) are available to
the DLT algorithm is used, as presented in Section II-C. encode the exible partitioning ags.

Intra prediction mode ags consist of 36 symbols that

E. Bitstream Syntax and Context Modelling include planar, DC, directional modes and CDMM. This intra

The bitstream symbols encoded in PDC include the blodgformation is transmitted whenever the non-segment fag
partitioning ags, intra prediction modes, residue approximas used to signal a new encoded sub-block. The block size in
tion coef cients and DLT. When the optimal partitioning tre¢Vhich & prediction mode is transmitted is used as context, to
and encoded depth data is determined for a @# block, de ne independent probability models in CAAC (Section 1lI).
the symbols are organised as a string and representedTmS context modelling is important, since the number of avail-
the bitstream. Context adaptive arithmetic coding is used 9!€ prediction modes depends on the block size. Furthermore,
ef ciently encode the symbols. For most symbols, an appr@S €xplained in Section IV-B, the probability models can be
priate context model is derived and used. Probability modétdaptively adjusted depending on the characteristics of the
are initialised with uniform distributions and they are updatedfighbouring block samples. -
whenever a symbol is encoded. In order to guarantee that PDEN the case of CDMM, two additional symbols are
can independently decode each frame, the arithmetic encotigPSmitted, speci cally, the partitioning offset symbmland

probability models are reset with uniform distribution for eacil® mean value of the down-right block partition. In the
frame. CAAC, an independent probability model associated to the

For quadtree partitioning, a binary ag is transmitted?!0ck §ize is usgd_to encode the partitioning offdetNote
indicating whether the block is partitioned intothat this context is important because the range of values used
4 sub-blocks @) or not (). For exible partitioning M symbold varies with block_s_lze. To encode the_mean value
a ternary ag is used, indicating whether the bloclef the dovyn-nght block partition a xed context is used for
is partitioned, in horizontal f4), in vertical (fz), or not all block sizes. _ .
further partitioned as it is a leaf of the partitioning trel)( ~ When DC, angular 10 or angular 26 intra prediction modes
The partitioned block is encoded in the bitstream using tifé€ used, the residual information can be linearly approxi-

partitioning order as described in Section IV-A, for quadtré@@ted. In these cases, the bnag which indicates whether
and exible partitioning schemes. the linear approximation is applied or not, is encoded using an

Considering the example of Figure 4 preser]teiadependentcontextper block size. If linear approximation is
in Section IV-A, the block would be encoded by tha!sed, the linear coef cient index derived from DLT is encoded

following strings of symbols: Ufsing'a xgd conte>§t for arithmetic coding. .For _the other
directional intra prediction modes, the null residue is assumed
B! and no symbol is transmitted.
G foArfo fo A2 fo Asfo A4 fifoAs foAe In addition to the symbols referred above, PDC also
Go fo A7 transmits the DLT table used to encode the residual signal.
Go fr 1 fo Ag fo Ao fo Aso Since the proposed PDC algorithm is designed for intra
Go f2 fo Aur fo Az coding, DLT is computed and transmitted for each encoded

The transmitted string would be given by the concatenatialepth map frame. Unlike the previous symbols, DLT does not
of these smaller strings, which are presented in a conveniese context-based coding, because it consumes a negligible
way. The rst string corresponds to the rst quadtree nodgmount of bitrate. Thus, before the encoded information of
while the following ones contain the symbols used to enco@ach frame, PDC writes 256 bits (one bit per intensity value)
the four nodes (quadtree level 1) in a raster scan order, adigctly into the bitstream indicating which intensity values
result of the rst quadtree partitioning. Th&, strings mean are available in the 8-bit depth intensity range (that varies
that all symbols are used to encode the sub-block (by usibgtween 0 and 255). Alternative solutions to encode DLT
directional intra prediction, CDMM and residue coding). Thegould be investigated, for example by calculating DLT and
are signalled whenever a non-segmentation &g, is used. transmitting it only once for a group of pictures.

Note that at level 0 of quadtree (block size 2616), the

quadtree ag is omitted, sinceh¢ block cannot be further V. PDC ENCODER CONTROL

partitioned. The same procedure is carried out when theThe encoder control plays an important role in the
exible partitioning reaches block sizex 1. PDC rate-distortion perfomance, as well as in the
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computational complexity. During the encoding process, PD8D-HEVC algorithm. The experimental setup is based on the
seeks to minimize the following Lagrangian RD cost functiorcommon test conditions (CTC) document for 3D video core
J(T)= D(T)+ R(T), (5) experi_ments [_26], v_vith some modi cations detailed in _the
following. Simulations were run under three-view
where D(T) is the block distortion used to represent theon guration using recommended test sequences and
partition treeT, and R(T) is its rate. is the Lagrangian view numbers. The three-viedepth maps of each sequence
multiplier that is used to control the target bitrate. Thevere encoded using PDC algorithm and 3D-HEVC reference
distortion measure used for PDC is the well known meageftware version HTM-13.1 [27] for comparison purposes.
squared error (MSE), typically used on standard image/vid&nce PDC algorithm is designed for intra coding, the
encoders. The bitrate stands for the number of bits requiredinter-view, temporal and inter-component correlations are
arithmetically encode the partition tree (Section IV-A), as wetfiot exploited. In order to fairly compare the proposed
as the symbols used to encode prediction mode and resiélgorithm with the current state-of-the-art depth intra coding
signal. Examples of these are the residue coef cient, predictitechniques of 3D-HEVC, a reference HTM con guration
mode and CDMM related symbols. (RefHTM) was created, based on the non-CTC all-intra (Al)
PDC optimisation is perfmed independently for eachencoder con guration provided with the HTM software. The
64x 64 block, by recursively partitioning each sub-block dowinter-component prediction (which is present on HTM intra
to the smaller block size and choosing the optimal blodkames) was disabled ifRefHTM con guration by turning
representation. This process involves the creation of a fulhjf the contour prediction mode. ThRefHTM con guration
expanded partition tree, which is then pruned by evaluating thieatkes 3D-HEVC operation similar to PDC, in the sense that
coding costs at the tree nodes. Whenever the parent’s node endy intra coding techniques are used. For direct comparison
is inferior to the sum of the children’s node costs, the givesf RD performance and computational complexity between
node is not partitioned. intra coding techniques of PDC and 3D-HEVC, the View
At each tree leaf the optimal representation is found Hyynthesis Optimisation (VSO) method was also disabled on
evaluating all intra prediction modes plus residue codinfefHTMcon guration. Additional experiments for evaluation
In the case of CDMM, all the partitions given by each offsegf VSO effect on PDC algorithm are also presented and
d=0,...,min(w, h), are examined (see Section IV-C) andompared with 3D-HEVC.
the optimal one is selected. When using directional intraFor all experiments, CTC recommended QP pairs
prediction, PDC tests all the available prediction modd#or texture and depth) were used with 3D-HEVC, namely
(including planar and DC) at the current block size an@0,45), (35,42), (30,39) and (25,34). For PDC, thealues
encodes the residue for the case of DC, angular 10 and angd200, 500, 250 and 75 were chosen as the ones that best
26 modes. For these modes, the encoder also tests the bypaaich the bitrate produced by CTC recommended QPs for
mode, which assumes null residue, and chooses the solutgdHEVC using RefHTM con guration. The PSNR metric
which minimizes the Lagrangian cost function. is commonly used to evaluate the objective quality of the
Most of the computational complexity of the PDC encodatecoded video. In the case of depth maps, these results are not
is due to the directional intra prediction, COMM mode anastery meaningful, since depth maps are not directly presented
residue coding, because they are repeated thousands of titnethe viewer, but rather used for view synthesis purposes.
for the 29 types of block sizes. Although most of the techAn alternative approach has been developed by the experts
niques described in the previous sections were designed withm ISO/IEC and ITU-T JCT-3V group for depth map evalu-
the computational complexity in mind, an improved solutioation, which is described in the CTC document [26]. The used
for the encoder RD control was proposed to further reduce teealuation methodology is based on CTC recommendation and
encoder complexity. This solution forces an early terminatidh consists in assessing the quality of the generated virtual
of block partitioning whenever the distortion is smaller thadiews, using the decoded depth data and original texture views
10% of the Lagrangian costD(B) < 0.1J(B)) is true, for versus exactly the same generated virtual views using both
some sub-blociB being encoded. original uncompressed depth and original texture views. The
Other improvements were further implemented at PDQ@uality of six synthesised views placed between the positions
encoder control. For example, whenever the cost of the |eft the encoded depth maps has been measured by luminance
(or top) child node is higher than the parent’'s node cost, POESNR. Note that such a methodology allows to assess depth
reduces the encoding time by aborting further partitioning ofiap coding quality losses, excluding up to some degree the
right (or down) nodes, since the overall cost of the child nodésuence of the particular view synthesis algorithm used.
is known to be higher. These improvements combined with ti@rthermore, by using always original texture data to generate
proposed coding techniques resulted in an ef cient depth majstual views, a more accurate evaluation of the encoded
coding algorithm with a reasonable computational complexitgepth maps performance could be made, without interferences

that is comparable with that of 3D-HEVC. of coding artefacts present on decoded texture views. For
the purpose of view synthesis, state-of-the-art view synthesis
VI. EXPERIMENTAL RESULTS software for linear camera arrangement implemented in HTM

This section presents the experimental results of tleftware has been used [11].
proposed intra depth map coding solution in comparison withThe rst set of experimental results using the proposed
the current state-of-the-art intra coding techniques presentHBC algorithm and 3D-HEVCRefHTM con guration,
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