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Abstract  

The dissertation deals with the problem of representation of motion information in 3D video 

codecs. Existing techniques of motion information representation in state-of-the-art multiview video 

codecs are thoroughly discussed. The problem of motion information prediction and representation 

in coding of 3D video with additional depth information is stated. The possible solutions are 

presented. Similarities and correlations in inter-view predicted motion fields are researched. 

The author proposes several techniques of depth-based inter-view motion information 

prediction and coding. Different variants of the proposed methods are discussed, including 

efficiency and complexity aspects. In particular, the efficient modes of motion information coding 

in state-of-the-art and future multiview video codecs are also presented in the thesis. 

Proposed algorithms have been experimentally tested and compared against other methods. The 

obtained results are presented in the dissertation. 
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Streszczenie  

Rozprawa dotyczy problemu reprezentacji informacji o ruchu w tr·jwymiarowych kodekach 

wizyjnych. W pracy om·wiono istniejŃce techniki reprezentacji informacji o ruchu, stanowiŃce 

obecny stan techniki w dziedzinie kompresji tr·jwymiarowych sekwencji wizyjnych. 

Sformuğowany zostağ problem predykcji oraz reprezentacji informacji o ruchu przy kodowaniu 

tr·jwymiarowych sekwencji wizyjnych wzbogaconych o informacjň o gğňbi. Przedstawiono 

r·wnieŨ moŨliwe rozwiŃzania tego problemu. Przebadano podobieŒstwa i korelacje wystňpujŃce w 

przewidywanych miňdzy-widokowo polach ruchu. 

Autor zaprezentowağ kilka technik miňdzy-widokowej predykcji i kodowania informacji o 

ruchu w oparciu o dostňpnŃ informacjň o gğňbi. Om·wiono r·Ũne warianty zaproponowanych 

metod, z uwzglňdnieniem zagadnieŒ efektywnoŜci i zğoŨonoŜci. W szczeg·lnoŜci, w pracy 

zaprezentowano wydajne tryby kodowania informacji o ruchu dla potrzeb obecnych i przyszğych 

kodek·w wielowidokowych. 

Zaproponowane algorytmy zostağy sprawdzone eksperymentalnie i por·wnane z innymi 

stosowanymi metodami, a uzyskane rezultaty eksperyment·w przedstawiono w rozprawie. 
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Chapter 1  

Introduction  

1.1. Scope of the dissertation  

The dissertation deals with improving compression of 3D video sequences. This issue is of 

fundamental importance for emerging 3D video services, including the new generation of three-

dimensional television (3D-TV), and television with free navigation in the scene, called the free-

viewpoint television (FTV). These new types of video systems are attracting a lot of interest as they 

offer possibilities that are far beyond the ones provided by the commercially available stereoscopic 

systems. FTV allows viewers to change their viewpoint without concern for the physical position of 

the camera. Such virtual viewpoints are created by means of a view synthesis which utilizes 

available texture and information about visual scene geometry in order to generate visual content 

for the virtual camera. On the other hand, the new generation 3D technologies provide more 

realistic depth effect to a viewer. As result, reproduction of movement parallax or perception of 

stereoscopic depth without the need to use special glasses become possible. It is expected that this 

new generation of 3D video will offer advantages in many fields, including entertainment and 

education. Hence, in the future, these types of video may be offered in various applications, like 

broadcast television, internet streaming or mobile video. However, these future video systems 

require transmitting of very large data streams to the recipient. Consequently, the capabilities of 

existing data transmission technologies will be pushed to the limits, especially in case of the mobile 

applications. As a result, there is a strong motivation to efficiently utilize existing correlation 

between pictures of encoded video content and develop new prediction techniques to increase the 

compression ratio of 3D video. 
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In the abovementioned new generation multimedia systems, multiview video content is used on 

some stage of video generation and presentation [Smo06, Kauf07]. A multiview video is a set of 

video sequences recorded at the same time instance from different viewpoints and representing the 

same scene. In the new generation 3D video applications, the multiview video is very often 

accompanied with additional depth information, e.g. stereoscopic depth, which describes geometry 

of the visual scene and is usually represented either directly by depth samples or indirectly by 

disparity samples. This particular kind of a multiview video content is usually referred to as the 3D 

video in a multiview video plus depth (MVD) format [Smo07]. Depth information in multiview 

video may be acquired or estimated using dedicated algorithms for one or more viewpoints. An 

exemplary texture and corresponding depth from a 3D video sequence are presented in Fig. 1.1. 

This dissertation regards to 3D video sequences especially. 

 

Fig. 1.1. An example of: a) texture and b) depth from 3D video test sequence Poznan Street. 

A typical multiview video system contains modules for video acquisition, transmission and 

presentation (see Fig. 1.2). In such a system, depth information is usually utilized for view synthesis 

purposes. Based on a texture available for some views, content displayed in other viewpoints is 

synthesized using dedicated depth-based rendering techniques [Kauf07]. Consequently, view 

synthesis requires information about texture and depth, but also parameters describing location of 

the viewpoints in the visual scene. These parameters are often referred to as camera parameters. In 

order to supply the receiver with all information required for a proper presentation of a multiview 

video content, video or, in case of 3D video content, video plus depth together with all necessary 

system parameters need to be encoded and delivered to the decoder. Unfortunately, estimation of 

accurate depth maps is still a complex and time consuming problem, which prevents its usage in 

practical real-time applications in the decoder. In this dissertation, we will focus on the part of the 

multiview video system related to encoding and decoding process. 
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Fig. 1.2. Multiview video system. 

To date, many efforts have been made to develop more efficient techniques for the multiview 

and 3D video sequence compression. In natural video, high level of spatial and temporal 

redundancy exists, which can be efficiently removed during the video coding process in order to 

increase the compression ratio. This can be obtained with almost negligible impact on the subjective 

quality of the resultant video. The most efficient and widely used class of video codecs, commonly 

called the hybrid video codecs [Dom98, Ska93, Shi00, Ohm04, Dom10], use motion-compensated 

prediction and prediction residuals coding to achieve a video compression. Motion-compensated 

prediction is usually performed in small, rectangular blocks. The encoder estimates motion vectors 

for each block and transmits this information to the decoder in the bitstream. As a consequence, the 

resultant bitstream produced by a typical hybrid video codec contains three main types of data: 

motion vectors, transform coefficients of prediction residuum and control data (side information) 

[Dom98, Ska93, Ric02]. Consequently, reduction of the part of the bitstream representing motion 

vectors will result in considerable gains in compression performance of the codec. 

In the multiview video, additional spatial redundancy exists. If the distance between 

neighboring viewpoints of multiview video is small, high correlation between content of video 

sequences obtained from these viewpoints exists [Feck05, Merk07, Su06]. This inter-view 

correlation may be exploited to reduce the amount of data that must be transmitted from acquisition 
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to presentation module of the multiview video system. A simple approach is to utilize pictures from 

neighboring views for the inter-frame prediction [ISO11, Vet11]. On the other hand, in the new 

generation 3D video systems, a more advanced approach can be used. The presence of additional 

depth information in encoded video content makes the problem of video compression more 

complex. However, it also provides the possibility to apply sophisticated methods known from 

computer graphics to this process. Since depth information describes geometry and location of 

objects in the visual scene, new prediction methods based on 3D projection become possible. 

Consequently, improvement in compression efficiency of the multiview codec can be made 

[Mart06, Shim07]. Following this reasoning, the dissertation presents results of research aimed at 

increasing compression ratio of the 3D video sequences in which depth information is utilized for 

efficient inter-view prediction of motion information. 

The perspective of growing demand for the multiview and 3D video coding technology 

motivated the Moving Picture Experts Group (MPEG) of International Organization for 

Standardization (ISO) to start a new activity in 2004, which aim was to develop a Multiview Video 

Coding (MVC) standard [Pfis04]. The result of this works was a new multiview video codec based 

on the AVC video coding technology, established by the MPEG committee as an ITU-T and 

ISO/IEC standard in 2009 [ISO11, Ric10]. The basic approach introduced in MVC is an inter-view 

prediction with disparity compensation, which uses a mechanism similar to motion compensation of 

the AVC video codec, however, with reference frames from neighboring views. This simple idea 

resulted in considerable coding gains when compared to simulcast coding (independent coding of 

each view) of a multiview video. Nevertheless, achieved compression ratio is still below 

requirements of the future 3D television applications. Moreover, MVC does not describe any 

dedicated method for the multiview video plus depth representation. 

As a result, in 2010, MPEG began works on new techniques for a 3D video plus depth coding, 

that should allow efficient representation of a 3D video for the future 3D television applications 

[MP11b]. The author of this thesis actively joined the MPEG team to develop new algorithms for 

more efficient encoding of motion information in 3D video codec. As a result of research, a number 

of documents were contributed to MPEG and some of ideas presented in this dissertation were 

incorporated into MPEG works. In particular, the algorithms described in this dissertation were 

utilized in PoznaŒ University of Technology proposal for MPEGôs call on the 3D video coding 

technology that achieved outstanding results (refer to Chapter 7). 

Algorithms for the inter-view prediction of motion information are important in improving the 

compression of a multiview video and, hence, are intensively researched in the area of video 
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sequences coding. However, there is still no ultimate solution for efficient representation of motion 

information in a multiview or 3D video codec, that would utilize the availability of depth 

information describing location of objects in the visual scene. As a consequence, in this dissertation, 

the problem of increasing the coding efficiency of a 3D video codec by development of new depth-

based inter-view motion information prediction algorithms is investigated. 

1.2. Goals and thesis of the dissertation  

The goal of this dissertation is to develop new techniques for compression of the 3D video in 

the multiview video plus depth format. New methods of inter-view prediction in the 3D video are to 

be proposed, allowing to reduce the bitrate compared to the currently known systems by providing a 

more efficient representation of motion information and utilization of available depth information. 

New algorithms and tools are to be researched in order to improve the overall compression 

efficiency with minor impact on complexity and requirements of multiview video codecs. The 

proposed techniques are to be experimentally evaluated to accurately assess their actual impact on 

the coding efficiency of existing and future multiview video codecs. 

 

The following assumptions are made in this dissertation: 

- state-of-theïart hybrid video codecs are used as a basic video compression technology, 

- depth information describing visual scene is available at the decoder, 

- the proposed techniques should assure possibly high compatibility with existing state-of-

the-art coding techniques. 

 

The main theses of the dissertation are: 

- It is possible to improve efficiency of motion information representation in coding of 3D 

video in the multiview video plus depth format by exploiting the correlation between 

motion fields of neighboring views and utilizing the available depth information. 

- It is possible to develop techniques of representation of motion information that are 

competitive to the methods described in literature, developed simultaneously with the 

authorôs investigations. 
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1.3. Research methodology  

The goal of the dissertation is to study whether it is possible to improve the coding efficiency 

of contemporary multiview video coding techniques by creating new motion information inter-view 

prediction methods that utilize sophisticated modeling of the visual scene. Consequently, the 

starting point for the research was related to existing techniques of motion information prediction in 

multiview video coders. A special attention was given to the most recent and the most advanced 

solutions proposed during work of MPEG committee on the multiview video coding standard, the 

MVC video codec [ISO11, Yang09, Koo06]. These techniques have been analyzed and their 

efficiency for a motion data encoding has been examined and experimentally tested. 

A problem of motion information prediction in coding of 3D video sequences with additional 

depth information describing location of objects in the visual scene has been formulated. New 

techniques for such depth-based inter-view prediction of motion information in multiview video 

coding have been proposed. Due to high, multi-dimensional complexity of the problem, the process 

of developing new prediction techniques have been decomposed into stages. Next, these developed 

methods have been implemented within the reference anchor software and experimentally tested in 

order to check their usefulness in further algorithms for multiview video coding. Conclusions drawn 

from the experimental results have been utilized to further improve the proposed methods. This 

process have been repeated in subsequent iterations. 

As the reference anchor, the following multiview video coding techniques have been used 

during the experimental verification of the research: 

¶ MVC (Multiview Video Coding), developed by MPEG as annex H of AVC video coding 

standard (ISO/IEC MPEG-4 part 10, ITU-T H.264), 

¶ JMVM (Joint Multiview Model), developed by MPEG during work on MVC video coding 

standard, and 

¶ MV-HEVC, a HEVC-based multiview video codec, developed originally at PoznaŒ 

University of Technology. 

The first of the abovementioned video codecs is a multiview video codec based on the AVC 

video coding technology that was established as a new ITU-T and ISO/IEC standard in 2009 as a 

result of the work of MPEG committee [ISO11, Chen09]. The codec is briefly presented in Section 

2.4.1 and has been used as the basis for implementation of algorithms proposed by the author of this 

work. 
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The JMVM multiview video codec was developed by the MPEG committee during the work on 

MVC coding standard and refers to the reference model described in [MP08, Pan08]. The JMVM is 

a reference codec model of previous version of MVC that contains a number of additional coding 

tools, designed especially for a multiview video coding. One of the multiview coding tools of 

JMVM is an inter-view motion information prediction tool named Motion Skip, which obviously 

aims in the area of interest of this dissertation. The JMVM multiview video codec and the Motion 

Skip coding tool are briefly described in Section 2.4.1 and 2.5. 

The third codec, MV-HEVC [Dom11], had been build using the new generation video codec 

named HEVC (High Efficiency Video Coding) currently developed by the MPEG committee 

[MP11, Dom12]. The reference software version of the HEVC test model HM 3.0 [MP11a] was the 

basis for creating an implementation of multiview video compression scheme similar to MVC 

technology in which the AVC core was substituted by the HEVC coder. As a result, MV-HEVC 

codec constitutes a basis for future multiview video codec that provides mechanisms for inter-view 

prediction known from MVC to exploit the inter-view correlation that exists in a multiview video 

and reduce the bitstream representing the side views. The MV-HEVC codec is briefly presented in 

Section 2.4.2. 

The abovementioned codecs have been chosen as they follow the most recent worldwide trends 

in the multiview coding technology and because the author had free access to their source code, so 

that modifications could be introduced in their algorithms. 

During the research, efficiency of motion information coding and efficiency of overall 

compression have been examined: the existing techniques of motion information encoding have 

been compared against the original solutions proposed in the dissertation. For this purposes, 

correlation between estimated and inter-view predicted motion fields of multiview sequences, as 

well as rate and distortion have been measured. For measuring the distortions, objective quality 

measure PSNR and the Bjontegaard metric have been chosen, as discussed in Section 2.2.1 and 

2.2.2. In order to determine the complexity of the proposed methods, execution times of the 

researched video codecs have been measured. 

In all experiments, the standard multiview and 3D video test sequences available through the 

standardization committee of MPEG have been used. These test sequences were chosen among 

others by the MPEG committee in order to perform comparisons and experiments during 

developing of new tools and techniques for a multiview and 3D video compression [MP11b] and 

contain various types of motion and textures. The bitrate ranges of compressed video sequences 
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have also been chosen to meet the requirements announced by Video Coding Experts Group 

(VCEG) and MPEG organization during comparison of video coders [Tan08, Bos11]. 

1.4. Thesis overview  

The dissertation is organized as follows. In Chapter 2 the basic information about multiview 

television systems is presented. Hybrid video coder together with the paradigm of motion-

compensated prediction and algorithms of motion estimation and representation are also described. 

Measures of correlations of motion vector fields are introduced. Finally, multiview video coding 

techniques, with an emphasis on the most advanced motion data prediction algorithms, known from 

the literature, are discussed in detail. 

Chapter 3 contains a description of two original authorôs techniques of inter-view prediction for 

multiview video codec. Different variants of these methods are discussed, including efficiency and 

complexity aspects. 

In Chapter 4 motivation for inter-view prediction of motion data in multiview video codecs is 

presented. Correlations in inter-view predicted motion fields are discussed. Also, experimental 

results are presented regarding the contribution of individual components of the bitstream in 

multiview hybrid video coding.  

In Chapter 5 possibilities to utilize the original authorôs methods of inter-view motion 

prediction in state-of-the-art and future multiview video codecs are discussed. Different variants of  

AVC and HEVC-based multiview video codecs are proposed. 

Chapter 6 presents experimental results obtained for various codec variants introduced in 

Chapter 5. The efficiency and complexity of these implementations are discussed based on the 

results achieved by proposed multiview codecs. 

In Chapter 7 presents considerations on utilization of the original authorôs methods of inter-

view motion prediction in the future 3D video codecs. The most important results of the cooperation 

with the MPEG committee are discussed. 

Chapter 8 contains a summary of achieved results and conclusions. 
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Chapter 2  

Selected issues in  digital video 

compression  

2.1. Hybrid video coding  

2.1.1. General concept  

Hybrid video coding is a method of video representation which utilizes a mechanism of 

prediction with motion compensation in order to eliminate the existing temporal redundancy in 

video sequences and block-based transform coding of prediction residuals [Ska98, Dom98, Sad02]. 

Moreover, it is the only method of motion picture coding widely used in practical applications, 

especially, if the high coding efficiency is concerned [Dom10]. 

The general concept of hybrid video coding is based on the inter-frame prediction with motion 

compensation, coding of the cosine block transform coefficients computed for the prediction 

residuals and, finally, the entropy coding. A block diagram of a typical modern hybrid video 

encoder with motion-compensated prediction is presented in Fig. 2.1. 

As presented in the diagram, a currently encoded input frame Ὂ is compared with its prediction 

Ὂ. The difference between these two signals forms a residual signal which is lossy coded using 

transform coding and quantization of transform coefficients. The reconstruction step size for the 

quantizer determines the quality of encoded picture and is usually controlled by a quantization 

parameter (QP). Eventually, quantized values of transform coefficients are subjected to entropy 

coding and encoded into a bitstream. The better prediction Ὂ is, the smaller residual signal is 
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produced. Consequently, less bits need to be encoded into bitstream, which obviously leads to better 

compression efficiency of the coder. 

 

Fig. 2.1. Hybrid video encoder with motion-compensated prediction. 

Inverse quantization and inverse transform are performed in the reconstruction loop of the 

encoder to form a residual signal which is added to Ὂ prediction and filtered using a deblocking 

filter. As a result, a reconstruction Ὂ of the current frame Ὂ is obtained and stored in the reference 

frame buffer used for motion estimation process. 

Prediction signal Ὂ is obtained using motion-compensated prediction from reference frame 

Ὂ  or using spatial intra-frame prediction from reconstructed current frame Ὂ. For some reasons, 

the inter-frame prediction may not be efficient for some areas of encoded picture. In such cases, 

encoder uses intra-frame prediction in which samples are predicted based on already encoded 

neighboring samples from the same picture. 

As a result, the output bitstream of the hybrid video encoder contains three main types of 

information which are required for appropriate reconstruction of the input video sequence at the 

decoder: 
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- control data (prediction modes, block partitioning, frame resolution, etc.), 

- transform coefficients (quantized transform coefficients of prediction residuals), 

- motion information (motion vectors, reference frame indices). 

Now, let us clarify the basic idea of motion-compensated prediction which is one of the 

fundamental concepts used in hybrid video coding. The main reason of utilizing the motion-

compensated prediction is to remove temporal redundancies from a video sequence. Subsequent 

frames are predicted using previously encoded frames. This constitutes a temporal inter-frame 

prediction mechanism of hybrid video codec. 

The paradigm of motion-compensated prediction is described by the following formula: 

Ὂὼȟώ Ὂ ὼ άὺȟώ άὺ  (2.1) 

where ὼȟώ are horizontal and vertical coordinates determining location of an image pixel, Ὂ is a 

prediction of the current frame, Ὂ  is a reconstructed reference frame (i.e. one of preciously 

encoded frames selected as the reference), άὺȟάὺ  are horizontal and vertical components of 

the motion vector. Consequently, the final reconstruction of the current frame is calculated 

according to the equation: 

Ὂὼȟώ Ὂὼȟώ ЎὊὼȟώ (2.2) 

where Ὂ is a reconstruction of the current frame and ЎὊ is a reconstructed prediction residual. 

In Eq. 2.1, motion vector άὺȟάὺ  determines displacement value which minimizes 

prediction error, i.e. difference between value of a sample in current frame Ὂὼȟώ and its 

prediction Ὂὼȟώ. In order to perform motion-compensated prediction, motion vectors have to be 

estimated in the encoder and transmitted to the decoder. 

The encoder searches for motion vector components in the process called motion estimation, 

which is one of the most complex stages performed in the hybrid video codec. The motion 

estimation itself may consume 40-70 [%] of computing power used for video sequence encoding 

[Dom10]. The most widely used method of motion estimation in video compression is the block 

matching algorithm [Jai81, Ska98, Sad02, Dom10]. In this approach, a common motion vector is 

determined for a rectangular block containing points from currently encoded frame. Such motion 

vector minimizes the criterion of distortion between blocks from current and reference frame 

[Kri97, Dom98]. Consequently, the algorithm finds the matching block in reference frame that 

matches the current block best (see Fig. 2.2). 
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Fig. 2.2. Motion estimation using the block matching algorithm. 

While early video codecs utilized motion-compensated prediction for blocks of 16Ĭ16, 8Ĭ16 or 

8Ĭ8 luminance samples [Kog81, Nin82, Eri85], new generation video codecs apply variable-size 

blocks to further increase the video compression efficiency [Flier04]. The most advanced state-of-

the-art video codecs use variable block size from 16Ĭ16 to even 4Ĭ4 luminance samples [ISO11]. 

Every block which uses motion-compensated prediction requires at least one motion vector to 

be sent in the bitstream for proper reconstruction in the decoder [ISO93, ISO94, ITUT05, ISO11]. 

However, more than one motion vector can be used for prediction. As a result, the following types 

of frames can be specified: P-frames (predictive) , B-frames (bidirectional or bi-predictive) and I-

frames (intra-predicted). In P-frames only forward prediction, i.e. prediction from the past, is 

allowed, while in B-frames forward, backward and bidirectional (both forward and backward) 

predictions can be used. In this case backward prediction means prediction which utilizes reference 

frames from encoded sequence that are located in future relative to the current frame. The 

applicability of bidirectional prediction can further reduce the energy of prediction residuals [Str96, 

Dom10] and consequently, it is widely used in all advanced hybrid video coders. In I-frames, only 

intra-frame prediction is allowed, i.e. no other frame except the current frame can be used as the 

reference. Thus, no temporal prediction of sample values is performed. Because I-frames are 
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encoded independently of other frames, they are extremely useful for encoding the first frame of a 

sequence or to insert random access points into the bitstream. 

Details of the motion compensated prediction methods used in the most advanced state-of-the-

art and emerging video coding standards will be discussed in the following sections. 

2.1.2. Advanced Video Coding (AVC)  

The Advanced Video Coding (AVC) is an international video coding standard (ISO/IEC 

MPEG-4 part 10, ITU-T H.264) [ISO11] which first release was published in 2003. Despite the 

lapse of almost 10 years, it is still considered as the state-of-the-art solution for advanced video 

coding that follows the block-based hybrid video coding approach. Although the basic design of 

AVC is very similar to earlier video coding standards (e.g. H.261, MPEG-1, H.262/MPEG-2, 

H.263, or MPEG-4 Visual), AVC introduces new features to achieve a significant improvement in 

compression efficiency when compared to any prior video coding standard [Wie03, Sul05, 

Marp06]. In particular, AVC was reported to reduce the bitrate by almost two times against 

H.262/MPEG-2, while preserving the same video quality [Dom10]. Additionally, the most 

significant difference relative to previous video coding standards is the increased flexibility and 

adaptability of the AVC design [Vet11]. 

In AVC pictures are partitioned into smaller coding units called slices, which in turn are 

subdivided into macroblocks. Each macroblock (MB) covers a rectangular picture area of 16Ĭ16 

luma samples. AVC supports three basic slice coding types: I slices, P slices and B slices, which 

specify the degree of freedom for generating the prediction signal and a set of available coding tools 

for each macroblock within the slice. 

AVC specifies many new coding tools and solutions for advanced video coding. Some of the 

most significant improvements introduced in H.264/MPEG-4 AVC are briefly described below. 

More detailed information can be found in [ISO11, Wie03, Sul05, Marp06, Dom10]. 

- Adaptive entropy coding ï two methods of conditional probability distributions modeling can 

be selected: UVLC/CAVLC (universal variable length coding/context-based adaptive variable 

length coding) and CABAC (context-based adaptive binary arithmetic coding). The later one 

utilizes arithmetic coding and provides more sophisticated mechanism for employing statistical 

dependencies, which in turn leads to typical bit rate savings of 10ï15 [%] relative to CAVLC 

[Vet11]. 

- Integer 4Ĭ4 and 8Ĭ8 transforms ï this enables fast and efficient implementation of discrete 

cosine transform (DCT) and inverse DCT on 16-bit fixed-point processors. 
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- Adaptive deblocking filter ï this especially designed filter operates within the motion-

compensated prediction loop to reduce blocking artifacts ï the most disturbing artifacts in 

block-based coding. 

- Directional intra-picture prediction modes ï spatial intra-picture prediction is performed using 

the decoded samples of preceding neighboring blocks. Intra-picture prediction can be applied 

individually to each 4Ĭ4 or 8Ĭ8 luma blocks, or to the full 16Ĭ16 macroblock. 

- Variable block size motion-compensated prediction with multiple reference pictures ï 

partitioning of a macroblock into blocks of 16Ĭ16, 16Ĭ8, 8Ĭ16, or 8Ĭ8 luma samples can be 

applied. In case of partitioning into four 8Ĭ8 blocks, each of these sub-macroblocks can be 

further split into 8Ĭ4, 4Ĭ8, or 4Ĭ4 blocks. This enables a better adaptation to the shape of 

objects moving in the scene of encoded sequence. Moreover, the reference picture to be used 

for inter-picture prediction can be independently chosen for each 16Ĭ16, 16Ĭ8, 8Ĭ16 or 8Ĭ8 

macroblock motion partition. For P slices, one motion vector and reference picture index is 

transmitted for each inter-picture prediction block. In B slices, up to two motion vectors and 

reference picture indices can be chosen for each block. Also, the resolution of motion vectors 

was increased to ı luminance point, which also leads to better accuracy of the motion-

compensated prediction. 

 

Fig. 2.3. Median prediction of motion vectors in AVC ï example for various block sizes 

(based on [Ric10]). 

In addition, AVC specifies a method of effective motion information prediction, which, in 

many cases, allows for resignation of transmitting motion vectors and reference picture indices for a 

macroblock. In particular, special modes referred to as Direct (B slices) and Skip (P and B slices) 

modes are introduced [Wie03, Tou05], in which the motion information is simply derived based on 

previously encoded neighboring regions without the necessity of indicating it by the macroblock 
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syntax. The main difference between Direct and Skip modes is the fact that no prediction residual 

signal is transmitted for the skip-coded macroblocks. 

Both Direct and Skip modes use so-called median prediction algorithm to calculate the median 

of each component of motion vectors assigned to three selected neighboring blocks of the current 

block (see Fig. 2.3). The result of the median is the predicted motion vector for the current block. 

The median prediction usually performs very well - motion vector prediction error produced by 

such predictor is often less or close to one sampling period [Lang06, Dom10]. 

As a result, Direct and Skip modes provide a very efficient way of encoding inter-predicted 

blocks of samples in AVC codec. In order to fully utilize the potential of these two modes, a 

dedicated macroblock mode signaling strategy is used [ISO11]. In case of the Skip mode, the binary 

valued skip_flag is signaled for each macroblock prior to any other parameter. If skip_flag is equal 

to 1, the current macroblock is skipped and no further parameters are sent for this macroblock. 

Otherwise, syntax element describing the macroblock mode (mb_type) and other parameters 

required for the selected mode are transmitted. While for the Direct mode, skip_flag is equal to 0 

and mb_type indicate the usage of Direct mode by means of the shortest available code. Next, 

elements for coding the prediction residual signal are transmitted, however, no parameters 

describing motion information are encoded. Consequently, among all available inter-predicted 

modes, Direct and Skip modes are signaled using the most limited syntax as possible, which is also 

the reason for naming them the low-cost modes of AVC codec. 

2.1.3. High Efficiency Video Coding (HEVC)  

In 2010, ITU-T VCEG and ISO/IEC MPEG launched a joint video coding standardization 

activity, called the Joint Collaborative Team on Video Coding (JCT-VC), to develop a video coding 

standard for High Efficient Video Coding (HEVC) [Wie10]. HEVC is designed in order to 

efficiently compress high and very high resolution video data (UHDTV), but also with the aim of 

wireless telecommunication applications. The final draft of HEVC standard is expected to be 

specified in the beginning of 2013. 

The Call for Proposals for new video compression technology [ISO10] received twenty-seven 

proposals with several of them able to provide the same subjective quality of the AVC High profile 

at approximately half the bitrate [Sul10]. Based on these proposals, JCT-VC developed a HEVC 

Test Model (HM) that is still emerging. To improve the compression efficiency beyond the AVC 

standard, a number of novel coding tools have been introduced into previous structure of a hybrid 

video coder [Wie11]: 
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- Larger block sizes - the picture is subdivided into Large Coding Units (LCU), which 

correspond to area of 64Ĭ64 luminance samples. Each LCU can be recursively subdivided into 

smaller Coding Units (CU), according to the quadtree pattern [Han10, Karc10], until the 

smallest CU size of 8Ĭ8 is reached. Analogous to macroblocks in AVC, a CU can be inter- or 

intra-predicted. Prediction type and flag indicating whether the block is skipped or not are also 

defined on the CU level. Every leaf CU of the quadtree contains one or more Prediction Units 

(PU) and Transform Units (TU) [Bos10, Marp10]. PU defines CU split into rectangular blocks 

of 2NĬ2N, 2NĬN, NĬ2N and NĬN size. TU signals transform related information and residual 

data. 

- DCT calculated for TU blocks of size 4Ĭ4 to 32Ĭ32 samples. 

- New intra-prediction modes. 

- Improved adaptive loop filters ï three adaptive loop filters for reduction of noise in decoded 

video frames are integrated: deblocking filter [List03], Sample Adaptive Offset (SAO) [Fu11], 

adaptive loop filtering (ALF) based on a Wiener filtering approach [McC11]. As reported, all 

these approaches bring a significant amount of gain compared to the state-of-the-art. 

- Improved interpolation filters. 

- Adaptive selection of motion vectors resolution. 

- Motion-compensated prediction with multiple reference pictures and variable block size and 

shape - each PU is predicted using one or two reference pictures enlisted in two reference 

picture lists (L0 and L1) and a combined list (LC) that contains pictures from both L0 and L1 

lists. The motion information is signaled at the PU level and contains a reference picture index, 

a motion vector prediction index and a motion vector difference. Block sizes available for 

motion-compensated prediction are within the range of 64Ĭ64 to 4Ĭ4 luminance samples. 

Similarly as in AVC standard, motion-compensated inter prediction is the main technique for 

temporal redundancy reduction in HEVC. Because a motion vector field resulting from blockwise 

motion estimation is highly redundant as the motion of adjacent blocks is very similar [Tok12], 

motion vectors of a current PU can be efficiently predicted from already encoded, surrounding 

blocks. Consequently, HEVC utilizes a combined set of different motion vector predictors that are 

enlisted in form of an ordered list [Bros11]. During the encoding process, the most efficient 

predictor in the created list is selected for each PU and signaled to the decoder by means of the 

motion vector prediction index.  

In the current draft of HEVC [Wie11] five different types of motion vector predictors are 

considered (Fig. 2.4): left, top, co-located (block with the same spatial position, but located in a 
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different frame), right-top corner and left-bottom corner. These predictors are arranged in form of 

an ordered list (Fig. 2.5). Position on the candidate list is determined based on the likelihood of the 

candidate to be chosen for prediction. This provides a simple but efficient mechanism for 

manipulating cost of selecting each predictor from the list. The great advantage of such motion 

vector prediction strategy is the fact that prediction error of a motion vector can be reduced to small 

amplitude and thus compressed very efficiently. However, an additional information, i.e. the motion 

vector prediction index, must be transmitted to the decoder for each predicted motion vector. 

 

Fig. 2.4. Motion vector predictors in HEVC. 

 

Fig. 2.5. Candidate list of motion vector predictors in HEVC (based on [Kon12]). 

In addition, a new coding tool called block merging [Oud11, Win10, Marp10, Mat10] was 

introduced in HEVC, which is conceptually similar to the Direct mode of AVC. Block merging is 

designed to exploit the spatial redundancy of motion information in neighboring blocks belonging 

to potentially different branches and levels in the quadtree hierarchy. For this purpose, the merging 

algorithm uses the abovementioned list of motion vector predictors, which are called the merge 

candidates. Merge candidates are utilized to efficiently represent areas of homogeneous motion and 
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arbitrary shape with a single motion parameter. In case the block merging is used for a current PU, 

no other motion information except an index describing motion vector predictor need to transmitted 

for the block. As a result, block merging is a very efficient way of motion information coding. 

The usage of block merging algorithm is signaled using dedicated syntax elements [Wie11]: 

merge_flag and merge_index. The binary valued merge_flag is signaled for each motion-

compensated partition block prior to any prediction parameter. The merge_flag flag is transmitted 

only if the list of merge candidates is not empty, i.e. at least one of the neighboring blocks is 

predicted using motion compensation. In this case, if merge_flag is equal to 0, the current block is 

not merged with any of its neighboring candidate blocks and motion parameters for this block are 

signaled explicitly. Otherwise, one of the available merge candidates is selected as the motion 

information predictor for the current block and signaled using the merge_index. If the motion 

information of different merge candidates is identical, the list of candidates can be reduced. 

Consequently, the reduced list of candidates contains only motion information sets that differ from 

each other and its size is as small as possible. The position of selected candidate in the reduced list 

is identified by the merge_index, however, if the list is composed of only one candidate 

merge_index is not need to be transmitted. 

Despite the similarity between block merging of HEVC and Direct mode of AVC, these two 

algorithms differ in the way they handle motion information from neighboring, previously encoded 

blocks. While the Direct mode infers motion parameters from adjacent blocks based on the median 

calculation, merging creates regions where all the blocks share the same motion information. The 

creation of these regions can be performed using only simple operations, such as comparing and 

copying the complete motion information from a neighboring block. In contrast, the calculations 

performed by median predictor in Direct mode require more computational complexity. 

Considering the high effectiveness of the motion vector prediction scheme and block merging 

tool introduced in HEVC, there is still one basic assumption which must be fulfilled - the motion of 

neighboring blocks have to be very similar. This assumption works well for smooth translational 

motion, however, it fails when higher order motion as zoom or rotation appears in encoded video 

content. 
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2.2. Codec evaluation methods  

2.2.1. Video quality assessmen t 

Image and video quality assessment is an important issue in efficiency comparison of different 

coding algorithms. However, the complexity of the human visual system causes many difficulties in 

measuring the influence of distortion in visual content on the perceptual feelings of the viewer 

[Sul98, Dom10]. As a result, there are many methods for video quality assessment, among which 

two main classes can be distinguished:  

- subjective quality evaluation [Wink05, ITUR03], 

- objective quality evaluation [Oja03, Wink05].  

The subjective quality evaluation of visual content is still considered as the most reliable 

assessment method, however, it must take into account many different aspects affecting the 

individual opinion of the viewer. Issues like individual interests, expectations and habits,  

congenital or acquired features of human visual system related to age and past illnesses are 

important for proper selection of the group of viewers. Obtained results depend also from 

presentation order of the evaluated content, lighting conditions, distance from the display and type 

of the equipment used during the assessment. The procedure requires also the involvement of a 

large group of viewers. Consequently, subjective quality evaluation is the most expensive, time 

consuming and laborious method of visual content assessment. 

There are several recommendations describing the procedure of proper subjective quality 

evaluation [ITUR97, ITUR98, ITUR98a, ITUR03]. In particular, the recommendation of 

International Telecommunication Union [ITUR03] specifies two classes of subjective quality 

evaluation methods: double stimulus and single stimulus techniques. In Double Stimulus 

Continuous Quality Scale (DSCQS) method evaluated visual content is compared against the 

original one. On the other hand, in Single Stimulus Continuous Quality Evaluation (SSCQE) no 

original content is presented to the viewer. The quality scale used for the assessment is continuous, 

however, the variants of the abovementioned methods with discrete 5-grades scale are also used 

[ITUR03]. 

The most often utilized objective quality measure for the visual content quality assessment is 

peak signal-to-noise ratio (PSNR) [Wink05, Dom10]. The PSNR measure is defined as follows: 

ὖὛὔὙ Ä"  ρπϽÌÏÇ
ВὩ

ὔϽς ρ
 (2.3) 
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where: ὔ is the total number of samples in a picture, ὔ  is the number of bits representing the value 

of a sample (dynamic range) and Ὡ is the difference between corresponding pixels in original and 

distorted pictures. 

The value of PSNR can be computed for each visual component representing the analyzed 

picture, however, it is often measured only for the luminance component, as the luminance 

distortions are the most visible [Sul98]. In such a case, the PSNR measure is usually represented by 

the abbreviation PSNRY - peak signal-to-noise ratio for luminance. 

The PSNR measure usually gives quite good evaluation of the visual content quality, especially 

when analyzed distortions are of limited range and have the same character. Unfortunately, if the 

above conditions are not fulfilled, PSNR values may deviate significantly from the results of 

subjective quality assessment [Dom10]. 

Also, methods aimed at automatic assessment of video quality are intensively developed. These 

techniques are able to produce results highly correlated with subjective tests measurements, 

nevertheless, they still suffer from limited scope of applications [Wink05, Pas06, Dom10, Wink10, 

ANSI03, ITUR04, ITUT04]. Consequently, automatic methods are usually not suitable for the 

assessment of new coding algorithms. 

Despite all the above mentioned methods differ substantially, selection of the method used for 

efficiency comparison of different codecs results from a compromise between measurement 

accuracy, time required to perform the assessment and its cost. The subjective quality evaluation is 

expensive and difficult to carry out, as it requires a number of observers, specialist equipment and a 

lot of tests. On the other hand, differences in quality of compared video are often slight. This 

requires high accuracy and a fine grain of the scale to properly assess the quality of the video 

sequence. Subjective tests are important for evaluating new technology and comparison of different 

transmission systems. On the other hand, PSNR objective measure usually provides fine visual 

content quality evaluation if distortions are of the same type and change to a limited extent 

[Dom10]. Because of the above reasons, in this dissertation, the objective measure PSNR has been 

chosen for the video quality evaluation.  

2.2.2. Coding efficiency evaluation  

Efficiency of a video coder is described by a rate-distortion curve (R-D curve), called also a R-

D characteristics [Ort98, Ska98, Shi00, Dom10]. By selecting the values of control parameters, a 

specific operating point can be set for the coder. Such operating point is characterized by values of 
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bitrate R and distortion D. Consequently, the R-D curve is generated by plotting the distortion 

measure obtained by the analyzed coder against each tested bitrate (Fig. 2.6). 

 

Fig. 2.6. Exemplary R-D characteristics. 

In practice, R-D curves are usually presented as function of image quality measures against 

bitrate (see Fig. 2.7). As stated in Section 2.2.1, due to many difficulties in conducting the 

subjective quality assessment, the objective measure PSNR is the most frequently used for quality 

evaluation. In such a case, the value of PSNR is often measured only for the luminance component, 

as the chrominance distortions are less visible and annoying for the viewer [Sul98]. 

 

Fig. 2.7. Coding efficiency evaluation. 
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Coding efficiency comparison of two different codecs is conducted based on the R-D curves 

generated for each codec [Dom10]. Specifically, bitrates of the streams generated by each of the 

analyzed codecs for the same quality of decoded pictures are compared. Alternatively, the quality of 

decoded pictures achieved for the same bitrate can be considered. As shown in Fig. 2.7, Codec 1  

presents better coding efficiency than Codec 2 as it achieves smaller bitrate at the same quality of 

decoded picture. Similarly, Codec 1 achieves better quality of decoded picture for the same bitrate 

than Codec 2, which also testifies its better coding efficiency.  

However, the abovementioned comparison can be made only for specified value of bitrate or 

quality. In practice, due to the fact that it is often difficult to obtain exactly the same bitrate or 

quality of decoded picture for all tested codecs, we usually compare the position of each of the 

analyzed R-D curves. In this case, better coding efficiency is related to the R-D curve located higher 

on the plot (see Fig. 2.7). Unfortunately, the problem of this approach reveals when intersecting R-

D curves are analyzed. As a result, a dedicated metric for more systematic comparison of coding 

efficiency was introduced. This metric, called the Bjontegaard metric (BJM) [Bjo01], will be 

further discussed in this section. 

The idea of complex comparison of coding efficiency introduced in Bjontegaard metrics is 

based on the interpolation of R-D curves calculated from the measured operating points of analyzed 

codecs. For practical reasons connected with the time and complexity of calculating Bjontegaard 

metric, the number of required data points used for interpolating each of R-D curve was limited to 4 

(see Fig. 2.8). Consequently, the interpolated R-D curve for each codec is determined by a third 

order polynomial. 

On the basis of interpolated R-D curves, an average bitrate difference between two analyzed 

codecs is calculated for a considered quality (usually PSNR) range. Alternatively, differences in 

quality are averaged among a considered bitrate range. As a result, there are two Bjontegaard 

metrics presenting average bitrate and quality differences, represented by Ўὄ [kbps] and ЎὖὛὔὙ 

[dB] respectively. Both quality and bitrate ranges used for averaging procedure are determined by 

outermost operating points measured for each codec (see Fig. 2.8). 

Today, Bjontegaard metrics are widely used for comparing the coding efficiency of the codecs, 

especially by VCEG and MPEG. Detailed description of the procedure for calculating Bjontegaard 

metrics can be found in [Bjo01, Pat07]. 



39 

 

 

 

Fig. 2.8. R-D curves interpolation. Averaged values range for: a) Ўὄ, b) ЎὖὛὔὙ Bjontegaard 

metric evaluation. 

2.2.3. Complexity analysis (coding and decoding time measure)  

Today, there are many methods to assess the computational complexity of the software. There 

are several informatics tools, such as VTune, which can be easily adopted for measuring encoding 

and decoding time of a video codec. However, all these methods suffer from inaccuracies caused by 

the CPU load due to other tasks, which fluctuates in time, and changing hard drive access time. This 

results in no repeatability of the experimental results and may lead to significant measurement 

errors. On the other hand, single encoding of a multiview sequence performed with a modern video 

codec may take tens of hours. This definitely limits the possibility of repeating experimental tests 

when employing statistical analysis in order to achieve narrower confidence intervals. 

As a consequence, JCT-VC adopted a simple and rough video codec computational complexity 

analysis method which consists in measuring a single runtime of encoder or decoder using the same 

machine for each tested codec [Sul10, Sue10]. Results obtained this way are not free from the 

abovementioned disadvantages, however, can be utilized for a rough computational complexity 

assessment, which is usually sufficient at the stage of development of new video coding techniques. 

Moreover, measurements can be repeated on different platforms, which is also a workaround for the 

problem of code optimization. In case of usage of specialized instruction sets in the code, results 

obtained for various platforms may differ significantly. By comparing the results from different 

platforms, the influence of code optimization on the final assessment of the analyzed codec can be 

reduced. 
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2.3. Accuracy measures of motion field predictio n 

In this section we present methods for evaluating the accuracy of predicted motion vectors. The 

methods are Pearson correlation coefficient (PCC) and Vector Similarity Measure (VSIM) which 

are commonly used correlation measures [Ryu11]. Both methods indicate how close the calculated 

values are to the maximum accuracy which is an obvious requirement for evaluating motion vector 

prediction accuracy.  

2.3.1. Pearson correlation coefficient (PCC)  

Pearson correlation coefficient (PCC) is a widely used measure of correlation between sets of 

scalar variable. For two scalar variable sets X and Y, each containing of n samples, the sample PCC, 

indicated as r, can be defined as [Pre07]: 

ὶ
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Based on a sample of paired data (ὢ, ὣ) from the analyzed data sets X and Y an equivalent 

expression defining the sample PCC as the mean of the products of the standard scores is: 

ὶ
ρ

ὲ ρ

ὢ ὢ

ί

ὣ ὣ

ί
 (2.5) 

where  is the standard score, ὢ is sample mean and ί is sample standard deviation 

respectively. 

The absolute values of PCC correlation are less than or equal to 1. Correlation value of 1 

indicates that a perfect linear equation describes the relationship between X and Y. 

Application of PCC correlation measure as an accuracy or similarity of motion fields measure 

is implemented separately for horizontal and vertical components of motion vectors [Ryu11]. 

Consequently, PCCx(X,Y), PCCy(X,Y) and PCCavg(X,Y) measures are calculated for data sets X 

and Y, containing motion vectors from compared motion fields. PCCx(X,Y) indicates PCC 

calculated for horizontal component of motion vectors from data sets X and Y, PCCy(X,Y) is PCC 

for vertical component of motion vectors, and PCCavg(X,Y) is an averaged value of the two 

abovementioned coefficients. 
























































































































































































