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Abstract

The dissertation deals with the problem of representation of mwtiormationin 3D video
codecsExisting techniques ahotion informatiorrepresentation istateof-the-art multiviewvideo
codess are thoroughly discussethe problem of motion information prediction and representation
in coding of 3D video with additional depth imfoation is statedThe possible solutions are
presented. Similarities and correlationsnter-view predicted motion fieldare researched.

The athor proposes several techniques dépthbased inter-view motion information
prediction andcoding Different variants of the proposed methods are discussed, including
efficiency and complexity aspects particular, he efficient modes of motioninformationcoding
in stateof-the-artand futuremultiview videocode arealso presented in the thesis.

Proposedlgorithms have been experimentally tested and compared against other miéteods.
obtained results are presented ia dssertation.
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Streszczenie

Rozprawa dotyczy problemu reprezentaoformacji o ruchuw t r - j wy mikadekachy c h
wizyjnych. W pracyo m- wi o n dte technikn ieprezentacjinformacji oruchy st an o wi N
obecny stan technikiw dzi edzi ni e Kompresj i tr-j) wymi a
Sfor mugowany prenykdji argz reprezentadji enformacji o ruchu przayodowaniu
tr-j) wpmiyah sekwencj i wi zyjnych w z Brpedstawiona y c |
r - wnmodivie rozwiNzania tego problemu. Przebadano pod@giiga i korelacje wyspujNce w
przewi dy wa awdakbwopolaaghrdchuy

Aut or zapr ezent oiwadvidokowvd] Rredykdji @ kodowania informacji o

ruchu w oparciu o dostfApnN informacjfi o gg§
met od, z uwzglndnieniem zagaMns zdz egf dkntoySvern
zaprezentowano wydajne tryby kodowanian f or macj i o ruchu dla pot

kodek:-w wiel owidokowych.
Zaproponowane al goryt my zostagy sprawdzon

stosowanymmetodamja wyskang ez ul t at y ekedgasviono m eonptawiev
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Chapter 1

Introduction

1.1. Scope of the dissertation

The dissertation deals with improving compression of 3D video sequences. This issue is o
fundamental importance famerging3D video services, including the new generatiorthoée
dimensional television (30V), and television with free navigation in the sceoalled thefree-
viewpoint televisionFTV). These new types of videystemsare attracting a lot of intereas they
offer possibilities that are far beyond the opesvided bythe commercially available stereoscopic
systemsFTV allows viewers to change their viewpoint without concern fopthesicalpositionof
the camera Suchvirtual viewpoints are createby means ofa view synthesiswhich utilizes
available texture andhformation about visual scergometryin order to generateisual content
for the virtual cameraOn the other handthe new generation 3D technologipsovide more
realistic depth effetto a viewer.As result reproduction of movement parallax perception of
stereoscopic depth without the need to use special glasseme possibldt is expected that th
new generation of 3D video will offer advantages in many fields, includingrtamtment and
education.Hence in the future, these types of video may be offered in various applications, like
broadcast television, internet streaming or mobile video. Howekiese futurevideo systems
require transmitting of very larggatastreamsto the recipient. Consequently, the capabilities of
existing data transmission technolograll be pushed to the limits, especially in case of the mobile
applications. As a result, there is a strong motivation to efficiently utilize existing correlation
between pictures of encoded video content and develop new prediction techniques to increase tt

compression ratiof 3D video.
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In the abovementioned newrggrationmultimediasystemsmultiview video contenis used a
some stage of video generation andspregation[Smo06 Kauf07] A multiview video is a set of
video sequences recorded at the same time instance from different viewpoints and representing tl
same sceneln the new generatior3D video applicatiors, the multiview video is very often
accompanie with additional depth informatigre.g.stereoscopic depthwhich describes geometry
of the visual scene and usually represented either directly by depth samples or indirectly by
disparity samplesThis particularkind of a multiview video content isisualy referred to as the 3D
video in a multiview video plus depth (MVDJormat [Smo07. Depth information in multiview
video may be acquired or estimated using dedicated algorithms for one or more viewjints.
exemplary texture and corresponding defptim a 3D video sequence are presentedrig. 1.1.

This dissertation regards 3D video sequencesspecially

b)
Fig. 1.1. An example of. a) texture and b) depflom 3D videotestsequenc&oznan Street

A typical multiview video system contains modules for video acquisition, transmission and
presentation (sefeig. 1.2). In such a system, depth information is usually utilized/few synthesis
purposes. Based on a texture availablesfmmeviews, content displayed imther viewpointss
synthesizedusing dedicated depiased rendering techniqug¢kaufO7]. Consequently view
synthesis requires information about texture andhgdput also parameters describing location of
the viewpoints in the visual scenehese parameters are often referred to as camera pararimeters.
order to supply the receiver with all information requireddqroper presentation of a multiview
video cortent, video or, in case of 3D video content, video plus degather with all necessary
system parameterseed to be encoded and delivered to the dectttdartunately, estimation of
accurate depth maps is still a complex and time consuming problech ylavents its usage in
practical reatime applicationsn the decoderin this dissertationwe will focus on the part of the

multiview video system related to encoding and decoding process.
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Fig. 1.2. Multiview video system.

To date, many efforts have been made to develop more efficient techniqties rfarltiview
and 3D video sequence compressiom. natural video high level of spatial and temporal
redundancy exists, which can be efficiently removedndutfie video coding processin order to
increase the compressiaatio. This can be obtained with almost negligible impacth@subjective
quality of the resultant video. The most efficient and widely used class of etdiszs commonly
calledthe hybrid video codecs [Dom98Skad3, Shi00, Ohm04Dom1(Q, use motiorcompensated
prediction and prediction residuals coding to achiawedeo compressionMotion-compensated
prediction is usually performed in small, rectangular bloGke excoder estimates nioh vectors
for each block and transmitsighnformation tothe decodelin the bitstream. As aonsequencehe
resultant bitstreanproduced by a typical hybrid video codecontains three main types of data
motion vectors, transform coefficients of pretéin residuum and control data (side information)
[Dom98, Skeb3, Ric02]. Consequently, reduction of the part of the bitstream representing motion
vectors will result in considerable gains in compression performance of the codec.

In the multiview videq additional spatial redundancy existdf the distance between
neighboring viewpointoof multiview videois small, high correlation between content of video
sequences obtained from these viewpoiaigsts [Feck05, Merk07, Su06]. This intstew

correlationmay be exploitedto reduce the amount of ddteatmust betransmittedrom acquisition
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to presentation module of the multiview video systénsimple approacks to utilizepictures from
neighboring views fothe inter-frame predictionISO11, Vetl]]. On the other hand, irthe new
generation 3D video systems, a more advanced approach ceeddhe presence of additional
depth information in encoded video content makes the problem of video compression more
complex. However it also provides the possibilityo apply sophisticated methods known from
computer graphics to this process. Since depth information describes geometry and location c
objects in the visual scene, new prediction methioalsed on 3D projectiobecome possible.
Consequently,improvement m compression efficiency of the multiview codec can be made
[Mart06, Shim07].Following thisreasoningthe dissertation presents results of research aimed at
increasing compression ratio of the 3D video sequeincesdich depth informations utilized for
efficient interview prediction of motion information.

The perspective ofgrowing demand forthe multiview and 3D video coding technology
motivated the Moving Picture Experts Group (MPEG) of International Organization for
Standardization (ISO) to startn@w activity in 2004, which aim was to develop a Multiview Video
Coding (MVC) standardHfis04. The result of this works was new multiview video codec based
on the AVC video coding technology, established by the MPEG committee &BUah and
ISO/IEC standard in 200915011, Ric1(. The basic approach introduced in MVC is an hview
prediction with disparity compensation, which uses a mechanism similar to motion compensation o
the AVC video codec, however, with reference frames from neighboring viéWws simple idea
resulted in considerable coding gains when compared to simulcast coding (independent coding ¢
each view) of a multiview video. é&Vertheless,achieved compression ratio is stilbelow
requirementsof the future 3D television applicationdMoreover, MVC does not describe any
dedicated method fahe multiview video plus depthepresentation.

As a result,n 2010, MPEG began works on new techniquesd®D video plus depth coding
that should allow efficient representation @8D video fa the future 3D television applications
[MP11Q. The author of this thesis actively joined the MPEG team to develop new algorithms for
more efficient encoding of motion information 3 video codec. As a result of research, a number
of documents were cambuted to MPEG and some of ideas presented in this dissertation were
incorporated into MPEG workdn particular, the algorithms described in this dissertatua@ne
utlize<dinPozna Uni versity ofMPIEeGEHH oothe B yideopcodigp o0 s a
technology that achieveslitstandingesults (refer t€hapter 7J.

Algorithms fortheinter-view prediction of motion informatioare importanin improving the

compression ofa multiview video ang hence,are intensively researched in tharea ofvideo
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sequences coding. However, there is still no ultimate solution for efficient representation of motion
information in a multiview or 3D video codecthat would utilize the availability of depth
information desching location of objects in thasualsceneAs a consequenca this dissertation

the problem ofncreasing the coding efficiency of a 3D video collgadevelopment of new depth

based inteview motion information prediction algorithnisinvestigated

1.2. Goals and thesis of the dissertation

The goal of this dissertations to develop new techniques foompression ofhe 3D video in
the multiview video plus depth format. New methofinter-view predictionin the 3D videoare to
beproposedallowing toreduce théitratecompared to the currently known systems by providing a
more efficient representation of motion information and utilization of availddpehinformation
New algorithms and tools are to be researched in order to imghaveverall compgession
efficiency with minor impact on complexity and requirements of multiview video codecs. The
proposed techniques are to be experimentally evaluated to accurately assess their actual impact

thecodingefficiency of existing and future multiview @t codecs.

The followingassumptionsare made in this dissertation:

- stateof-the arthybrid video codexzareusedas a basigideo compressiotechnology

- depthinformationdescribingvisualscene is availablatthe decoder

- the proposed technigsshoutl assure possibly high compatibility wiéxisting stateof-

the-art codingtechniques

Themain thesesof the dissertation are:

- It is possible to improve efficiency of motion information representatiocoding of 3D
video in the multiview video plus dep format by exploiting the correlation between
motion fields of neighboring views and utilizing the availaidgth information.

- It is possible to develop techniques of representation of matifummation that are
competitive to the methods described literature, developed simultaneously with the

authorés investigations.
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1.3. Research methodology

The goal of the dissertation is to study whether it is possible to improve the coding efficiency
of contemporary multiview video coding techniques by creating netiominformation intetview
prediction methods that utilize sophisticated modeling of wiseal scene. Consequently, the
starting point fotheresearch was related to existing techniques of matfonmationpredictionin
multiview video codersA spedal attentionwas given to the most recent and the most advanced
solutiors proposed during work of MPEG committee on the multiview @ideding standard, the
MVC video codec ISO11, Yang09,Koo06]. These techniques have been analyzed and their
efficiency for amotion data encoding has been exsd and experimentally tested.

A problem of motioninformation prediction in coding 08D video sequences with additional
depth information describing location of objacin the visual scene has been formulated. New
techniques forsuch depttbasedinter-view prediction of motioninformationin multiview video
coding have been proposdalie to high, multdimensional complexity of the problem, the process
of developing new predictiotechniquesave been decomposeddrdtagesNext, these developed
methods have beemplemented within the reference anchor softwardexperimentally tested in
order to check their usefulness in further algoritfionsnultiview video codingConclusions drawn
from the experimental resslthave been utilizedo furtherimprove the proposednethods.This
procesdave been repeated in subsequienations.

As the reference anchor, the following multiview videading techniquesvave beerused
during the experimental verification tiferesarch:

1 MVC (Multiview Video Coding), developed by MPEG asnex Hof AVC video coding

standardISO/IEC MPEG4 part 10, ITUT H.264)

1 JIMVM (Joint Multiview Model), developed by MPEG during work on MVC video coding

standard, and

1 MV-HEVC, a HEVGbased multivew video codec, developed originally at Pd&Ea

University of Technology.

The first of the abovementioned video codecs is a multivielo codec based on ti#&/C
video coding technology that was established as alm&wT and ISO/IECstandard in 2008s a
result ofthe work of MPEG committee[ISO11,Chen09. The codec is briefly presented in Section
2.4.1and ha been used as the basis for implementation of algorithms proposed by the author of this

work.
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The JMVM multiview video codec was developed by theB¥& committee during the work on
MVC coding standard and refers to the reference model described in [MP08, Pan08]. The IMVM is
areference codec model pfevious version of MVC that contains a number of additional coding
tools designed especially foa multiview video coding. One of the multiview coding tools of
JMVM is an interview motion information prediction tool named Motion Skip, which obviously
aims in the area of interest of this dissertation. The JMVM multiview video codec and the Motion
Skip caling tool are briefly described in Sectigrt.1and2.5.

The third codec, MVHEVC [Dom11], had been build using the new generation video codec
named HEVC (High Effiency Video Coding) currently developed by the MPEG committee
[MP11,Dom13. The reference software version of the HEVC test model HM 3.0 [MP11a] was the
basis for creating an implementation of multiview video compression scheme similar to MVC
technology m which the AVC core was substituted by the HEVC coder. As a resutHEVC
codec constitutes a basis for future multiview video codec that provides mechanisms fdevwmter
prediction known from MVC to exploit the intetew correlation that exists ia multiview video
and reduce the bitstream representing the side views. ThelBNXC codec is briefly presented in
Section2.4.2

The abovementionectbdecshave been chosen as they follow the most recent worldvadds
in the multiview coding technology and because the author had free access to their source code, <
that modifications could be introduced in their algorithms.

During the research,ffeciency of motion information coding and efficiency of overall
compression have been examined: the existing techniques of motaymation encoding have
been compared against the original solutions proposed in the dissertation. For this purpose:
correlation between estimated and inteaw predicted motion fields afnultiview sequences, as
well asrate and distortion have beemeasured. For measuring the distortions, objective quality
measure PSNR anthe Bjontegaard metric have been chosen, as discussed in S2@igrard
2.2.2 In order to determine the complexity tfie proposed methogdsexecution times of the
researched video codecs have been measured.

In all experimentsthe standard multivienand 3Dvideo test sequencesahable through the
standardization committee of MPEG have been used. These test sequences were chosen amc
others by the MPEG committee in order to perform comparisons and experiments during
developing of new tools and techniques &multiview and 3Dvideo compression [MP11b] and

contain various types of motion and textures. Diteate ranges of compressed video sequences
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have also beenchosen to meet the requirements announced by Video Coding Experts Group
(VCEG) and MPEG organization during compansd video codersi[an08 Bos11].

1.4. Thesis overview

The dissertation is organized as follows. In Chapter 2 the basic information about multiview
television systems is presented. Hybrid video coder together with the paradigm of-motion
compensated predictioma algorithms of motion estimation and representation are also described.
Measures of correlations of motion vector fields are introduced. Finally, multiview video coding
techniques, with an emphasis on the most advanced motion data prediction alg&nthwmsfrom
theliterature are discussed in detail.

Chapter Iontains a description 6voo r i g i n a techrmques bf intevdew prediction for
multiview video codec. Different variants of these methods are discussed, including efficiency and
complexty aspects.

In Chapter 4 motivation for intariew prediction of motion data in multiview video codecs is
presented. Correlations in intelew predicted motion fields are discussed. Also, experimental
results are presented regarding the contributionndifvidual components of the bitstream in
multiview hybrid video coding.

In Chapter 5possibilities to utilizethe or i gi n al aut hor-desy matient h o c
prediction in statef-the-art and future multiview video codease discusseddifferent varants of
AVC and HEVCGbased multiview video codecs are proposed.

Chapter 6presentsexperimental results obtained fearious codec variantsitroducedin
Chapter 5 The efficiency and complexity of these implementatians discussed based on the
resultsachieved by proposed multiview codecs.

In Chapter pr esents considerations on utilizat:i
view motion prediction in the future 3D video codecs. The most important results of the cooperation
with the MPEG committeare discussed.

ChapterB contains a summary of achieved results and conclusions.
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Chapter 2

Selected issues in digital video

compression

2.1. Hybrid video coding

2.1.1. General concept

Hybrid video coding isa method of video representatiomvhich utilizesa mechanism of
predction with motion compensation in order to eliminate the existing temporal redundancy in
video sequenceand blockbased transform coding of prediction residy&ka98 Dom98 Sad02.
Moreover, t is the only method of motion picture coding widely usedpriactical applications
especiallyjf the high coding efficiency is concern¢gfom1(.

The general concept of hybrid video coding is based on thefiatae prediction with motion
compensation, coding of the cosine block transform coefficients compoitethe prediction
residwls and, finally, the entropy codingA block diagram of a typical modern hybrid video
encoder with motioirtompensated prediction is presenteéim 2.1.

As presented in the diagram, @riently encoded input frami®is compared with its prediction
"Q The difference between these two signals forms a residual signal which is lossy coded usin
transform coding and quantization of transform coefficients. The reconstructiosiztefor the
guantizer determines the quality of encoded picture and is usually controlled by a quantizatior
parameter (QP). Eventually, quantized values of transform coefficients are subjected to entrop
coding and encoded into a bitstream. The bettediption "Ois, the smaller residual signal is
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produced. Consequently, less bits need to be encoded into bitstream, which obviously leads to bett

compression efficiency of the coder.

Transform
; F; coefficients
I )
Input video Block Quantization
sequence e transform
Fi Inverse
quantization
Inverse block
transform
[
&
Deblocking 5
filter S Output
Intra F & bitstream
[ prediction F; o
1=
T Motion Fi ref|  Reference '-”
B =
compensation frame buffer _
Motion
information
-
Maotion
RN . _ -——————
estimation
A A A A
i i i : Control
' ' ' data
Control —

Fig. 2.1. Hybrid video encder with motioncompensated prediction.

Inverse quantization and inverse transform are performed in the reconstruction loop of the
encoder to form a residual signal which is adde@®tpredictionand filtered using a deblocking

filter. As a resulta reconstructioriOof the current framé&Dis obtained and stored in the reference

frame buffer used for motion estimation process.
Prediction signalOis obtained using motieoompensated prediction from reference frame

"O  or using spatial intrdrame prediction from reconstructed current frai@d-or some reasons,
the interframe prediction may not be efficient for some areas of encoded picture. In such cases

encoder uses intfaiame prediction in which sampleseapredicted based on already encoded

neighboring samples from the same picture.
As a result the output bitstream of the hybrid video encoder contains three main types of

information which are required for appropriate reconstruction of the input videersss at the

decoder:
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- control data (prediction modes, block partitioning, frame resolution, etc.),

- transform coefficients (qQuantized transform coefficients of prediction res)dual

- motion information (motion vectors, reference frame indices).

Now, let usclarify the basic idea of motiecompensated prediction which is one of the
fundamental concepts used in hybrid video codifige main reasorof utilizing the motion
compensated prediction is to remove temporal redundancies from a video sequence. Subseque
frames are predicted using previously encoded frambis constitutes a temporal intfiame
prediction mechanism of hybrid video codec.

The paradigm of motioceompensated prediction is described by the following formula:
Ow 0O ® avhl av (2.1
where ¢hw are horizontal and vertical coordinates determining location of an image ek

prediction of the current framéQ is a reconstructed reference frame (i.e. one of preciously

encoded frames selected as the reference)) it 0 are horizontal and vertical components of

the motion vector.Consequentlythe final reconstruction of the current frame calculated

according to the equation:
Oay  "Odm YO (2.2)

where"Ois areconstruction of the current frame a¥i®is a reconstructed prediction residual.

In Eqg. 2.1, motion vector & OF 0  determinesdisplacement value which minimizes
prediction error, i.edifference betweervalue of asample incurrent frame™O afto and its
prediction"O ¢fwo . In order to perform moticnompersated prediction, motion vectors have to be
estimated in the encodand transmitted to the decoder.

The encoder searches for motion vector components in the process called motion estimatior
which is one of the most complex stages performedhenhybrid video codec. The motion
estimation itself may consume 40 [%] of computing power used for video sequence encoding
[Dom10]. The most widely used method of motion estimation in video compression is the block
matching algorithm Jai81, Ska98 Sad02 Dom10].In this approach, a common motion vector is
determined for a rectangular blockntainingpoints from currently encoded fram®uch motion
vector minimizes the criterion of distortion between blocks from current and reference frame
[Kri97, Dom9§. Consegently, the algorithm finds the matching block in reference frame that
matches the current block best (&g 2.2).
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Most similar block

Motion vector Encoded block

Search area

Reference frame Current frame

Fig. 2.2. Motion estimation using the block mataf algorithm.

While early video codecs utilized motiexompensated prediction for blectf 161 1, @l 16 or
81 8 luminance samplekpg81, Nin82, Eri8h new generation video codecs apply variakilee
blocks to further increase the video compression efiy [Flier04]. The most advanced stafe
the-art video codecs use variable block size from1B6to even B4 luminance sample$JO11].

Every block which uses motiecompensated prediction requires at least one motion vector to
be sent in the bitstreanorf proper reconstruction in the decofi&093, 1ISO%, ITUTO5, ISO11]
However, more than one motion vector can be used for prediétsoa.result the following types
of frames can be specified:fRames predictivg , B-frames bidirectional or bi-predictive) and
frames (ntra-predicted. In P-frames only forward prediction, i.e. prediction from the past, is
allowed, while in Bframes forward, backward and bidirectional (both forward and backward)
predictions can be used. In this case backward prediateans prediction which utilizes reference
frames from encoded sequence that are located in future relative to the current frame. Th
applicability of bidirectional predictionan further reduce the energy of prediction residi&t96,
Dom10]and consguently, it is widely used in all advanced hybrid video coders-frames, only
intra-frame prediction is allowed, i.e. no other frame except the current frame can be used as th

reference.Thus, no temporal prediction of sample values is perforrBegtaise Hrames are
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encoded independently of other framtigey are extremely useful for encoding the first frame of a
sequence or to insert random access points into the bitstream.
Details of the motion compensated predictmethodsused in the most advaritstateof-the-

artand emerging video coding standards will be discussed in the following sections.

2.1.2. Advanced Video Coding (AVC)

The Advanced Video Coding (AVCJ)s an internationalvideo coding standardiSO/IEC
MPEG4 part 10, ITUT H.264)[ISO1] which first release was published in 20@8espite the
lapse of almost 10 years, it is still considered as the-stdtes-art solution for advanced video
coding thatfollows the blockbased hybrid video coding approach. Althoubh basic desigrof
AVC is very smilar to earlier video coding standardé.g. H.261, MPEG1, H.262/MPEG2,
H.263, or MPE&4 Visual), AVC introduces new features to achieve a significant improvement in
compression efficiencywhen comparedo any prior video coding standardVie03 Sul05
Marp0g. In particular, AVC was reported to reduce thmtrate by almost two times against
H.262MPEG-2, while preserving the same video quality [Doml@{dditionally, the most
significant difference relative to previous video coding standards is theagexnt flexibility and
adaptability of the AVC desigivetl]].

In AVC pictures are partitioned into smaller coding units callédes which in turn are
subdivided intomacroblocks Each macrobl ock (MB) <covers
luma samms. AVC supports three basic slice coding typesickes, Pslices and Bslices, which
specify the degree of freedom for generating the prediction signal and asetlablecoding tools
for each macroblock within the slice.

AVC specifiesmany new codig tools and @utions for advanced video codingome of the
most significant improvementsintroduced inH.264/MPEG4 AVC are briefly described below.
More detailed information can be found 18011, Wie03 Sul05 Marp0g§ Dom10]

- Adaptive entropy coding two methods of conditional probability distributions modeling can
be selectedUVLC/CAVLC (universal variable length coding/contddsed adaptive variable
length coding)and CABAC (contextbased adaptive binary arithmetic codinghe later one
utilizes arithmetic coding and provides maephisticated mechanism for employing statistical
dependencies, whidh turn leads to typical bit rate savings ofil® [%)] relative to CAVLC
[Vetl]].

- I nt e g @md8 B Bassformsi this enables fast and efficieithplementationof discrete

cosine transfornDCT) and inverse DC®n 16bit fixed-point processors
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- Adaptive ablocking filter T this especially designed filter operates within the metion
compensated prediction loop to reduce blocking artifactse most dsturbing artifacts in
block-based coding.

- Directional intrapicture prediction modeis spatial intrapicture prediction is performed using
the decoded samples of preceding neighboring bldoks-picture prediction can be applied
individual by B8b8ehaoamad4b#hocks, or to the fu

- Variable block size moticocompensated prediction with multiple reference pictures

partitioning of a macroblock into bl ocks
applied. In case of partitini ng i nto four 81 8-méacilolbocks san bee a c
further split i nt oTh8 kndbles d beBgdaptationto4hk ghapd of o ¢ k

objectsmovingin the scenef encoded sequenckloreover, the reference picture to be used
forinterpi cture prediction can be independent |
macroblock motion partition. For P slices, one motion vector and reference picture index is
transmitted for each intgicture prediction block. In B slices, up to two mot vectors and
reference picture indices can be chosen for each block. Also, the resolution of motion vector:
was increased to 1 |l umi nance point, whi ct

compensated prediction.

B
axd 16x8

8x4

Current block

Fig. 2.3. Median prediction of motion vectors in AViCexample for various block sizes
(based onRic10]).

In addition, AVC specifies a method of effective motion information prediction, which, in
many cases, allows for resignation of trantingtmotion vectors and reference picture indices for a
macroblock. In particular, special modes referred t@iasct (B slices) andSkip (P and B slices)
modes are introduced\ie03 Tou03, in which the motion information is simply derived based on

prevously encoded neighboring regions without the necessity of indicating it by the macroblock
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syntax. The main difference between Direct and Skip modes is the fact that no prediction residus
signal is transmitted for the skgonded macroblocks.

Both Directand Skip modes use-®alledmedian predictioralgorithm to calculate the median
of each component of motion vectors assigned to three selected neighboring blocks of the currel
block (seeFig. 2.3). The result othe median is the predicted motion vector for the current block.
The median prediction usually performs very wethotion vector prediction error produced by
such predictor is often less or close to one sampling period [Lang06, Dom10].

As a result, Direcand Skip modegrovide avery efficient way of encoding intgpredicted
blocks of samples in AVC codedn order to fully utilize thepotential of these two modes, a
dedicatednacroblock mode signaling strategy is up&D11]]. In case of the Skip modéhe binary
valuedskip_flagis signaled for each macroblock prior to any other parametskigf flagis equal
to 1, the current macroblock is skipped and no further parameters are sent for this macroblock
Otherwise, syntax element describing the macblmode (b _typg and other parameters
required for the selected mode are transmiti®tile for the Direct modeskip_flagis equal to O
and mb_typeindicate the usage of Direct mode by means of the shortest available code. Next,
elements for coding thergdiction residual signal are transmitted, however, no parameters
describing motion information are encodedtionsequentlyamong all available intgoredicted
modes Direct and Skip modes are signaled using the most limited syntax as possible, whigh is als
the reason for naming them tlosv-cost modesf AVC codec.

2.1.3. High Efficiency Video Coding (HEVC)

In 2010, ITUT VCEG and ISO/IEC MPEG launched a joint video coding standardization
activity, called the Joint Collaborative Team on Video Coding (MCY}, to develop a video coding
standardfor High Efficient Video Coding(HEVC) [Wiel(d. HEVC is designedin order to
efficiently compress high and very high resolution video ¢atdDTV), but also with the aim of
wireless telecommunicatioapplications The final draft of HEVC standardis expected to be
specified in the beginning of 2013.

The Call for Proposals for new video compression technology [ISO10] received tsexaty
proposals with several of them able to provide the same subjective quality of the AN @rbliide
at approximately half theitrate [Sul10]. Based on these proposalk;T-VC developed a HEVC
Test Model(HM) that is still emergingTo improve the compression efficiency beyond the AVC
standard, a number of novel coding tools have been intrddat® previous structure of a hybrid
video codefWiell]:
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Larger block sizes- the picture is subdivided into Large Coding Units (LCU), which
correspond to assof 6 4 | lerdinancesamples Each LCU can be recursively subdivided into
smaller Coding Units GU), according tothe quadtree patternHan10, Karc1q, until the
smal |l est CU si zAnalagdus t8 ha®roblosks im AVE calCel dan be inter
intra-predicted. Prediction type and flag indicating whether the block is skipped or not are also
defined on the CU leveEvery leaf CU of the quadtree contains one or more Prediction Units
(PU) and Transform Units (TUBJps10,Marpl1d. PU defines CU split intoectangulablocks

of2 NT 2 N, 2 NTahINT Mize2TN signals transform related informai and residual

data.

DCT calculated for TU blocks of size 41 4 t
New intraprediction nodes.

Improved adaptive loop filters threeadaptiveloop filters for reduction of noise in decoded
video frames are integratedeblocking filter[List03], Sample Adaptive Offset (SAOF{11],
adaptive loop filtering (ALF) based on a Wiener filtering appro&dbG11]. As reported, all
these approaches bring a significant amount of gain compared to thefgteteart.

Improved interpolation filters.

Adaptive selection of motion vectors resolution.

Motion-compensated predictionith multiple reference pictureand variable block size and
shape- each PU is predicted using one or two reference pictures enlisted in two reference
picture lists (LO and L1) ahacombinedlist (LC) that contains pictures from both LO and L1
lists. The motion information is signaled at the PU level and contareferenceictureindex,

a motion vector prediction index and a motion vector differeBéeck sizes available for
motion-compensated predictiare within therange & 4 1 641 4 | umi nance s a

Similarly as in AVC standard, motiecompensated inter prediction is the main technique for

temporal redundancy reduction in HEVC. Because a motion vector field reduttmdgolockwise
motion estimation is highly redundant as the motioradjacentblocks is very similar [Tok12],
motion vectors of a current PU can be efficiently predicted from already encoded, surrounding
blocks.Consequently, HEVC utilizes a combined e&tifferent motion vector predictors that are
enlistedin form of an ordered lisfBros11] During the encoding process, the most efficient
predictor in the created list is selected for each PU and signaled to the decoder by means of tf

motion vector prdiction index

In the currentdraft of HEVC [Wiel]] five different typesof motion vector predictors are

consideredFig. 2.4): left, top, co-located (block with the same spatial position, but located in a
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different frame),right-top cornerandleft-bottom cornerThese predictors are arranged in form of

an ordered lis{Fig. 2.5). Position on the candidate list is determined based olk#i#good of the
candidate to be hosen forprediction This provides a simple but efficient mechanism for
manipulating cost of selecting each predictor from the Tise great advantage of such motion
vector predictiorstrategyis the fact that prediction error of a motion vector cangokeiced to small
amplitude and thus compressed very efficiently. However, an additional information, i.e. the motion

vector prediction indexnustbe transmitted to the decoder each predicted motion vector

RT

to
5 corner

current PU

N co-located PU

Fig. 2.4. Motion vector predictors in HEVC.
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RT
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D

Fig. 2.5. Candidate list of motion vector predictors in HEWased on [Kon12))

In addition, a new coding tool calldalock merging[Oudl11, Win10, Marpl1Q Matl( was
introduced in HEVC, which is conceptually similar to thigect mode of AVCBlock merging is
designed to exploit the spatial redundancy of motion information in neighboring blocks belonging
to potentially different branches and levels in the quadtierarchyFor this purpose, the merging
algorithm uses the abovementioned list of motion vector predictors, vahiclcalled theanerge

candidatesMerge candidateare utilized to efficiently represent areas of homogeneous matidn
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arbitrary shapevith a single motion parametén case the block merging is used for a current PU,
no other motion information excephindexdescribing motion vector predictaeed to transmitted
for the block. As a result, block merging is a very efficient way of mofigiormationcoding

The usage ofblock merging algorithms signakd using dedicated syntax elemen®i¢l11]:
merge_flag and merge_index The binary valuedmerge flagis signaled for each motien
compensated partition block prior to any prediction paramé&texr merge_flagflag is transmitted
only if the list of merge candidates is not empty, i.e. at least one of the neighboring blocks is
predicted using motion compensation. In this caseeifge_flags equal to 0, the current block is
not merged with angf its neighboring candidate blocks and motion parameters for this block are
signaled explicitly. Otherwisepne of the available merge candidates is selected as the motion
information predictor for the current blocdnd signaled using thmerge_indexIf the motion
information of different merge candidates is identical, the list of candidates can be reduced.
Consequently, the reduced list of candidates contains only motion information sets that differ from
each other and its size is as small as possible.pbsition of selected candidate in the reduced list
is identified by themerge_index however, if the list is composed of only one candidate
merge_indexs not need to be transmitted.

Despite tle similarity between block merging of HEVC and Direct modeAWC, these two
algorithms differ in the way they handle motion information from neighboring, previously encoded
blocks. While the Direct mode infers motion parameters from adjacent blocks based on the media
calculation, merging creates regions wheretal blocks share the same motion information. The
creation of these regions can be performed using only simple operations, such as comparing ar
copying the complete motion information from a neighboring block. In contrast, the calculations
performed by radian predictor in Direct mode require more computational complexity.

Consideringthe high effectiveness of the motion vector prediction scheme and block merging
tool introduced in HEVC, there is still one basic assumption which must be fulfiltedmoton of
neighboring blocks have to be very similar. This assumption works well for smooth translational
motion, however, it fails when higher order motion as zoom or rotation appears in encoded videc

content.
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2.2. Codec evaluation methods

2.2.1. Video quality assessmen t

Image and video quality assessment is an important issue in efficiency comparison of different
coding algorithms. However, the complexity of the human visual system causes many difficulties in
measuring the influence of distortion in visual content an glbrceptual feelings of the viewer
[Sul98, Dom10]. As a result, there are many methods for video quality assessment, among whic
two main classes can be distinguished:

- subjective quality evaluation [Wink05, ITURO3],

- objective quality evaluation [Oja03, MkO05].

The subjective quality evaluation of visual content is still considered as the most reliable
assessment method, however, it must take into account many different aspects affecting th
individual opinion of the viewer. Issues like individual in&s expectations and habits,
congenital or acquired features of human visual system related to age and past illnesses a
important for proper selection of the group of viewers. Obtained results depend also from
presentation order of the evaluated cofjtkghting conditions, distance from the display and type
of the equipment used during the assessment. The procedure requires also the involvement of
large group of viewers. Consequently, subjective quality evaluation is the most expensive, time
consuming and laborious method of visual content assessment.

There are several recommendations describing the procedure of proper subjective qualit
evaluation [ITUR97, ITUR98, ITUR98a, ITURO3]. In particular, the recommendation of
International Telecommunicationion [ITURO3] specifies two classes of subjective quality
evaluation methods: double stimulus and single stimulus techniques. In Double Stimulus
Continuous Quality Scale (DSCQS) method evaluated visual content is compared against th
original one. On thether hand, in Single Stimulus Continuous Quality Evaluation (SSCQE) no
original content is presented to the viewer. The quality scale used for the assessment is continuot
however, the variants of the abovementioned methods with disceted®s scalare also used
[ITURO3].

The most often utilized objective quality measure for the visual content quality assessment is
peak signato-noise ratio (PSNR) [Wink05, Dom10]. The PSNR measure is defined as follows:

B Q

0 YO K" prd 1 c;CSDC 5

(2.3)
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where:U is the total number of samples in a pictufe,is the number of bits representing the value
of a sample (dynamic range) atis the difference betweemresponding pixels in original and
distorted pictures.

The value of PSNR can be computed for each visual component representing the analyze
picture, however, it is often measured only for the luminance component, as the luminance
distortions are the mostsible [Sul98]. In such a case, the PSNR measure is usually represented by
the abbreviation PSNRYpeak signato-noise ratio for luminance.

The PSNR measure usually gives quite good evaluation of the visual content quality, especially
when analyzed disrtions are of limited range and have the same character. Unfortunately, if the
above conditions are not fulfilled, PSNR values may deviate significantly from the results of
subjective quality assessment [Dom10].

Also, methods aimed at automatic assessmievideo quality are intensively developed. These
techniques are able to produce results highly correlated with subjective tests measurement
nevertheless, they still suffer from limited scope of applications [Wink05, Pas06, Dom10, Wink10,
ANSIO3, ITUROG4, ITUTO4]. Consequently, automatic methods are usually not suitable for the
assessment of new coding algorithms.

Despite all the above mentioned methods differ substantially, selection of the method used fo
efficiency comparison of different codecs résufrom a compromise between measurement
accuracy, time required to perform the assessment and its cost. The subjective quality evaluation
expensive and difficult to carry out, as it requires a number of observers, specialist equipment and
lot of tess. On the other hand, differences in quality of compared video are often slight. This
requires high accuracy and a fine grain of the scale to properly assess the quality of the vide
sequence. Subjective tests are important for evaluating new technotbggraparison of different
transmission systems. On the other hand, PSNR objective measure usually provides fine visu:
content quality evaluation if distortions are of the same type and change to a limited extent
[Dom10]. Because of the above reasonshis tlissertation, the objective measure PSNR has been

chosen for the video quality evaluation.

2.2.2. Caoding efficiency evaluation

Efficiency of a video coder is described by a fditgortion curve (RD curve), called also a-R
D characteristics [Ort98, Ska98hi80, Dom10]. By selecting the values of control parameters, a

specific operating point can be set for the coder. Such operating point is characterized by values ¢
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bitrate R and distortion D. Consequently, theDRcurve is generated by plotting the disiam

measure obtained by the analyzed coder against each tested Bity.£2¢5).

codec #1
1 i — — - codec #2

Distortion A

Growing

I efficiency

....

Fig. 2.6. Exemplary RD characteristics.

In practice, RD curves are usually preged as function of image quality measures against
bitrate (seeFig. 2.7). As stated in Sectior2.2.1, due to many difficulties in conducting the
subjective quality assement, the objective measure PSNR is the most frequently used for quality
evaluation. In such a case, the value of PSNR is often measured only for the luminance componer

as the chrominance distortions are less visible and annoying for the viewer [Sul98]

psnR A
B, < B; Codec 1

Codec 2

-
Bitrate

Fig. 2.7. Coding efficiency evaluation.
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Coding efficiency comparison of two different codecs is conducted based onRheuRes
generated for each codec [Dom10]. Specifically, bitrates of the streamstgeinby each of the
analyzed codecs for the same quality of decoded pictures are compared. Alternatively, the quality ¢
decoded pictures achieved for the same bitrate can be considered. As shogurRin Code 1
presents better coding efficiency th@ndec 2as it achieves smaller bitrate at the same quality of
decoded picture. Similarifzodec lachieves better quality of decoded picture for the same bitrate
thanCodec 2 which also testifies its better cadi efficiency.

However, the abovementioned comparison can be made only for specified value of bitrate ol
quality. In practice, due to the fact that itaften difficult to obtain exactly the same bitrate or
quality of decoded picture for all tested coslewe usually compare the position of each of the
analyzed RD curves. In this case, better coding efficiency is related tobecBve located higher
on the plot (se€&ig. 2.7). Unfortunately, the problem of thapproach reveals when intersecting R
D curves are analyzed. As a result, a dedicated metric for more systematic comparison of codin
efficiency was introduced. This metric, called tBgpntegaard metric(BJM) [Bjo01], will be
further discussed in this cigon.

The idea of complex comparison of coding efficiency introduced in Bjontegaard metrics is
based on the interpolation of[R curves calculated from the measured operating points of analyzed
codecs. For practical reasons connected with the time anglexity of calculating Bjontegaard
metric, the number of required data points used for interpolating eacibafurve was limited to 4
(seeFig. 2.8). Consequently, the interpolatedDRcurve for each codec is @emined by a third
order polynomial.

On the basis of interpolated-IR curves, an average bitrate difference between two analyzed
codecs is calculated for a considered quality (usually PSNR) range. Alternatively, differences in
guality are averaged amongcansidered bitrate range. As a result, there are two Bjontegaard
metrics presenting average bitrate and quality differences, representi [kpps] andY0 “Y{ 'Y
[dB] respectively. Both quality and bitrate ranges used for averaging procedure are roketdogni
outermost operating points measured for each code€&igee8).

Today, Bjontegaard metrics are widely used for comparing the coding efficiency of the codecs,
especially by VCEG and MPEG. Detailed desaniptof the procedure for calculating Bjontegaard

metrics can be found in [Bjo01, Pat07].
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metric evaluation.

2.2.3. Complexity analysis (coding and decoding time measure)

Today, there are many methods to assess the computational complexity of the software. Ther
are several informatics tools, such as VTune, which carasieyedopted for measuring encoding
and decoding time of a video codec. However, all these methods suffer from inaccuracies caused t
the CPU load due to other tasks, which fluctuates in time, and changing hard drive access time. Th
results in no repeability of the experimental results and may lead to significant measurement
errors. On the other hand, single encoding of a multiview sequence performed with a modern vide
codec may take tens of hours. This definitely limits the possibility of repeatpeyimental tests
when employing statistical analysis in order to achieve narrower confidence intervals.

As a consequence, J&IT adopted a simple and rough video codec computational complexity
analysis method which consists in measuring a single runtirecoder or decoder using the same
machine for each tested codegu[10, Suelp) Results obtained this way are not free from the
abovementioned disadvantages, however, can be utilized for a rough computational complexit
assessment, which is usually sciint at the stage of development of new video coding techniques.
Moreover, measurements can be repeated on different platforms, which is also a workaround for th
problem of code optimization. In case of usage of specialized instruction sets in theesalls,
obtained for various platforms may differ significantly. By comparing the results from different
platforms, the influence of code optimization on the final assessment of the analyzed codec can &

reduced.
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2.3. Accuracy measures of motion field predictio n

In this section we present methods for evaluating the accuracy of predicted motion vectors. Tht
methods are Pearson correlation coefficient (PCC) and Vector Similarity Measure (VSIM) which
are commonly used correlation measuiRgU1]1]. Both methods indiate how close the calculated
values are to the maximum accuracy which is an obvious requirement for evaluating motion vecto

prediction accuracy.

2.3.1. Pearson correlation coefficient (PCC)

Pearson correlation coefficient (PCC) is a widely used measure efatmn betweersets of
scalar variable. For two scalar variable setndY, each containing af samples, the sample PCC,
indicated ag, can be defined a®{e0T:

- - . (2.4)
B w w B w o
Based on a sample of paired daia, (0) from the analyzed data seXsandY an equivalent

expression defining the sample PCC as the mean of the products of the stanéarsscor

I3 - - (2.5)
E p i i

where — is the standard score&p is sample mean and is sample standard deviation

respectively.

The absolute values of PCC correlation are less than or equal to 1. Correlation value of ]
indicates that a perfect linear equation describes the relationship betaadiy.

Application of PCC correlation measure as an accuracy or similarity of mogiols fneasure
is implemented separately for horizontal and vertical components of motion veRiargl]
Consequently, PCCX(Y), PCCyK,Y) and PCCavg(,Y) measures are calculated for data 3éts
and Y, containing motion vectors from compared motion fiel®CCxK,Y) indicates PCC
calculated for horizontal component of motion vectors from dataXsatsl Y, PCCyK.,Y) is PCC
for vertical component of motion vectors, and PCCAWJ( is an averaged value of the two

abovementioned coefficients.
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