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BB – bitrate of base layer bitstream, 
 
BE – bitrate of enhancement layer bitstream, 
 
BER – Bit Error Rate, 
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DPSNR  – the differential value of PSNR, 
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FIR – Finite Impulse Response, 
 
FMO – Flexible Macroblock Ordering, 



 24 

 
fps – frames per second, 
 
GMC – Global Motion Compensation, 
 
GPRS – General Packet Radio Service, 
 
H – vertical dimension of a video frame (height), 
 
H0..H4 – weighting arrays used in OMC, 
 
HDD – Hard Disc Drive, 
 
HDTV – High Definition Television, 
 
hHL – mutual matching parameter, describes matching of motion vector fields 
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I
~
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sequence with resolution 176x144 pixels of luminance component, 
 
QP – quantization parameter, the parameter that controls the value of 
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Abstract 

 

The dissertation deals with the problem of representation of motion vectors in 

scalable video codecs. Motion model and existing techniques of representation of motion 

vectors in advanced hybrid video coders are thoroughly discussed. The problem of 

multiresolution motion vectors estimation and motion vectors coding in scalable video 

codec is stated. The possible solutions are presented. Similarities and correlations in 

multiresolution motion vector fields are researched.  

Author proposes several techniques of multiresolution motion vector coding, 

including joint multiresolution representation and inter-layer prediction. The very fast 

and simple mode of motion vector representation in temporally scalable codec is also 

presented in the thesis. 

Proposed algorithms have been experimentally tested and compared against other 

methods. Obtained results are presented in this dissertation. 

 

 

Streszczenie 

 

Rozprawa dotyczy problemu reprezentacji wektorów ruchu w skalowalnych 

kodekach wizyjnych. W pracy, omówiono model ruchu i istniejące techniki reprezentacji 

wektorów ruchu w zaawansowanych hybrydowych koderach wizyjnych. Sformułowany 

został problem wielorozdzielczościowej estymacji wektorów ruchu oraz ich kodowania 

w koderze skalowalnym. Przedstawiono moŜliwe rozwiązania tego problemu. 

Przebadano podobieństwa i korelacje występujące w wielorozdzielczościowych polach 

wektorów ruchu. 

Autor zaprezentował kilka technik wielorozdzielczościowego kodowania wektorów 

ruchu, takich jak łączna reprezentacja wielorozdzielczościowa czy teŜ 

międzywarstwowa predykcja wektorów ruchu. Zaprezentowano równieŜ bardzo szybki i 

prosty tryb reprezentacji wektorów ruchu w skalowalnym koderze wizyjnym ze 

skalowalnością czasową. 

Zaproponowane algorytmy zostały sprawdzone eksperymentalnie i porównane z 

innymi uŜywanymi metodami. W rozprawie przedstawiono dokładne rezultaty 

eksperymentów. 
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Chapter 1 

Introduction  
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1.1. Multiresolution video representation 

 

In 1929 Ray Kell, the future head of television research at RCA Laboratories, 

patented the idea of video compression in temporal domain using conditional update of 

changeable areas of consecutive video frames [Rea02, Web05, Ced06].  Although it is 

not sure whether he managed to implement the proposed technique, the idea of sending 

through a transmission channel only the variable part of video sequence is the 

fundamental of today’s digital video representation.  

Since its beginnings, video compression developed rapidly. Many techniques and 

algorithms of video compression have been proposed over the time. The first generation 

of the video codecs involved algorithms of intra-frame coding and simple inter-frame 

coding techniques [Ska98, Gha98, Dom05]. Along with the progress in science, new, 

more sophisticated tools and techniques have been proposed in order to achieve better 

compression of video. Among others, motion-compensated predictive coding proved to 

be extremely efficient in compression of video signals. 

New, advanced techniques and tools of video coding have been proposed recently. 

They resulted in developing the state-of-the-art video codecs which are often called 

advanced video codecs, such as AVC/H.264 [ISO06], VC-1 [SMP05] or AVS [AVS06]. 

They significantly outperform previous algorithms of video coding in terms of 

compression efficiency [Rib03, Ric03, Oel04, Fan04]. 

A very important issue is standardization of video coders [Sch95]. In many cases, 

encoders and decoders are offered by different vendors. Moreover, encoder and decoder 

usually operate far away from each other. Thanks to video coding standards, they can 

interact properly. The development of video coding standards is a reflection of scientific 

progress. Motion-compensated prediction has been exploited in all recent video coding 

standards such as MPEG-2, H.263 or MPEG-4 [Hoa02, Wan02]. These standards were 

successfully introduced into industry and are widely used for compression of video 

content. 

Advanced video codec AVC/H.264 was established as international standard in 2003 

[Wie03]. However, Version 1 of AVC/H.264 did not support scalable video coding that 

is currently considered as an important functionality for many applications [Ohm01, 

Dom03]. 
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A scalable bitstream allows for representation of a video sequence with various 

spatial and temporal resolutions. A low-resolution bitstream is embedded in a high-

resolution bitstream. In order to obtain low-resolution video it is not needed to decode 

the whole bitstream [Nav94]. With the high resolution one can achieve more detailed 

video representation, while the lower resolutions reduce the amount of data that forms 

sampled video. 

Many techniques were proposed for multiresolution video compression, including 

wavelet coding and hierarchical hybrid video coding. Former video codecs allow for 

multiresolution video representation: in MPEG-2 certain profiles introduce spatial and 

temporal scalability [ISO94], annex O in H.263 recommendation permits for spatial and 

temporal scalability as well. However, these extensions of existing techniques were 

never widely used because of its high complexity and high scalability overhead 

[Dom04]. 

At the beginning of 21st century the video science community started to work 

towards the development of a new standard for multiresolution video representation 

[MP02-35, MP03-25, MP03-93]. While existing tools and techniques are well-suited for 

common video sequences with a single spatial and temporal resolution, they are not 

efficient enough for compression of a material with various resolutions. On the other 

hand, recently, the heterogeneous telecommunication networks have spread rapidly. The 

maximum transmission speed often varies within a network and there is a need to ensure 

an appropriate technology for video compression in such a heterogeneous environment.  

 

Fig. 1.1. The resolution of a video sequence and total number of luminance and 

chrominance samples for YUV 4:2:0 sampling scheme. 
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Users need a wide variety of video resolutions for specific purposes: low spatial 

resolution for small screen of Personal Digital Assistant (PDA) and cellular phone, 

standard television resolution for a terrestrial television and very high resolutions for 

High Definition Television (HDTV) and digital cinema. There are around 81 times more 

pixels in a single video frame of the high-definition television than in PDA-resolution 

format (Fig. 1.1). It is a real challenge for telecommunication systems to process, 

transmit and store such a variety of video signals. 

Furthermore, the same video sequence often should be transmitted through various 

transmission channels to clients that use various receivers capable of displaying the 

specific resolution of the video [Wan02]. The same content is delivered through 

different protocols, networks and to consumers with various terminal types as depicted 

in Fig. 1.2.  

 

Fig. 1.2. Multiresolution video transmission over heterogeneous networks and 

protocols. 

 

In order to be stored or transmitted, video data have to be compressed by video 

encoder, usually using lossy compression scheme [Tek95, Dom98, Ohm04]. When 

multiresolution representation of video sequence is considered, it is possible to process a 

video signal by using a set of video encoders [Wei99]. The original video sequence is 

spatially or temporally downsampled and then compressed many times in order to 
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achieve multiple bitstreams containing video of various resolutions, as depicted in Fig. 

1.3. Such a technique is called simulcast [Mac02]. 

 

 

 

Fig. 1.3. Simulcast video coding. 

 

The simulcast approach allows for flexible choosing of the encoding algorithm, 

resolution of the output video or the target bitrate for each resolution. However, 

simulcast technique is not efficient enough, because a video sequence is encoded 

independently for each resolution. In simulcast, the overall bitrate BSimT is a sum of 

bitrates of each individual bitstream with the specific resolution (BSim1, BSim2, …) (1.1): 

 

SimNSimSimSimT BBBB +++= ...21 . (1.1) 

 

While there are many similarities between the same video sequences represented 

with different resolutions, the simulcast-approach does not allow for exploiting them in 

order to achieve higher compression ratio. Another disadvantage of simulcast technique 

is multi-pass encoding: the source sequence has to be encoded as many times as many 

video resolutions are required. 

The other approach, which is much more efficient for multiresolution video 

representation, is scalable video coding (Fig. 1.4). 

 



 35 

scalable video
encoder

input video
(full resolution/quality)

base layer
bitstream

 BB

enhancement layer
bitstream #1 BE1

enhancement layer
bitstream #2 BE2

enhancement layer
bitstream #N BEN

scalable bitstream

base 
quality/resolution

full
quality/resolution 

 

Fig. 1.4. Scalable video coding. 

 

Scalable video encoding provides the ability to produce layered data bitstream 

[Ohm01, Dom03]. Layers of a scalable bitstream allow for decoding of a video sequence 

with varying quality (spatial resolution, temporal resolution or signal-to-noise ratio). In 

other words, a scalable video bitstream is a bitstream that can be partially decoded with 

reduced video resolution or quality [MP03-25]. The full resolution or full quality can be 

achieved only when the whole bitstream is properly received and decoded. An access to 

the appropriate, limited part of a bitstream – called a base layer – enables decoding of a 

video sequence with only basic quality. The base-layer bitstream is embedded in the 

total bitstream. 

Scalable video coding proved to be very efficient for obtaining multiresolution video 

representation [Pur94, Ill97, MP04-37]. Layers of the scalable bitstream encode data for 

particular temporal or spatial resolutions. The idea of multiresolution video 

representation by the use of scalable video coding has been depicted in Fig. 1.5. 
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Fig. 1.5. Multiresolution video representation using scalable video coding. 

 

Important application of scalable video coding is video transmission in error-prone 

environments, such as wireless networks or the Internet. Scalable coding scheme with 

layered approach can be used for video streaming with unequal error protection [Gir95, 

Gal01]. The base-layer bitstream is better protected with appropriate algorithms and the 

bitstreams of the higher layers are worse protected. As a result, under the erroneous 

transmission conditions, the quality of the decoded video decreases slower than in the 

case of equal error protection and single layer approach, as depicted in Fig. 1.6.  

Scalable video coding introduces analogue-like transmission feature into digital 

transmission: increasing bit error rate (BER) causes the degradation of quality of video, 

but still allows for access to the video content with reduced quality [Dom04]. 
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Fig. 1.6. Comparison of quality decrease. Single-layer coding versus scalable coding 

with unequal error protection [Gir95]. 

 

Scalable video coding permits to encode input video at the highest resolution once, 

and enables to decode a portion of the bitstream depending on specific resolution or rate 

that is required. This allows for simple and flexible transmission over heterogeneous 

networks and provides adaptability of systems for bandwidth variations and error 

conditions [Ohm05]. The potential applications of scalable video coding are [Gha02, 

Sma02]: 

• video telecommunications in heterogeneous networks, 

• video-surveillance systems, 

• video database browsing, 

• multiresolution playback of video in multimedia environments, 

• multicasting of video over the internet, 

• video service hierarchies with multiple spatial, temporal and quality resolutions, 

• high-definition television (HDTV) with embedded standard-definition television 

(SDTV). 

Multiresolution video representation has been recognized as extremely useful 

functionality. Therefore scalability is one of the most important challenges of video 

compression [Dom04]. 
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1.2. Motion vectors in hybrid video coding 

 

Natural video sequences contain high level of spatial and temporal redundancies. In 

video compression, they are removed with almost negligible impact on subjective 

quality of the output video. The most successful and wide-spread class of video encoders 

use motion-compensated prediction and coding of prediction residuals in order to 

achieve video compression. They are commonly called hybrid codecs [Dom98, Shi00].  

In order to perform motion-compensated prediction, a video frame is divided into 

small regions, usually being rectangular blocks. Motion vectors are estimated at 

encoder’s side for each block and then, they are transmitted to decoder using bitstream. 

A bitstream produced by a typical hybrid video codec consists of sub-bitstreams of 

motion vectors, transform coefficients of prediction error and control data [Ric02].  

Motion vector fields, obtained with popular algorithms of motion estimation, are 

highly spatially correlated [Bar94, Li94, Kri97a]. In order to exploit correlations 

between neighboring vectors, motion vectors are differentially encoded. This technique 

reduces significantly the amount of data that has to be transmitted. The techniques of 

residual representation of motion vectors have been widely adopted in video coding 

algorithms [ISO93, ISO95, ISO98, ITU05, ISO06].  

In the very first approaches, the components of motion vectors were coded 

differentially using simple prediction schemes with respect of the lastly encoded motion 

vector. This technique has been further improved in more advanced algorithms of video 

coding –median prediction of motion vector has been introduced. For each component of 

a motion vector the prediction signal is formed by median filtering of the motion vector 

components of neighboring macroblocks. 

Median prediction exploits spatial correlation between motion vectors better than 

first-order prediction using single motion vector. Therefore, prediction residual is 

reduced and can be represented in a bitstream with less number of bits.  

 

1.3. Goals and thesis of the work 

 

To date, there are many proposals of scalable video coders, including hierarchical 

hybrid scalable coders and scalable wavelet coders. Some of them use Motion-

Compensated Temporal Filtering (MCTF) in order to achieve temporal scalability. 
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However, there is still no ultimate solution for representation of motion vectors in 

multiresolution video coding. 

The goal of this work is to propose new techniques for representation of motion data 

for multiresolution video compression. The researched algorithms should give better 

compression efficiency with the lowest possible increase of complexity as compared to 

present algorithms. Alternatively, modifications of existing tools and techniques are to 

be proposed in order to decrease their complexity with possible minor impact on 

compression efficiency. 

Algorithms for spatial and temporal scalability have been already researched in 

video coding. However, the correlations between motion vectors of video sequence with 

different spatiotemporal resolutions are not exploited in formerly standardized 

algorithms. The most recent Advanced Video Coding algorithm (AVC/H.264) [ISO06], 

which is described by an international standard, in its original version had not supported 

multiresolution video representation.  

In 2003, Moving Picture Experts Group (MPEG) of International Organization for 

Standardization (ISO) began works on new techniques and tools for scalable video 

coding that should allow for representations of video sequence with various 

spatiotemporal resolutions. The author of this thesis actively joined the MPEG team in 

order to work on new algorithms and methods for more efficient encoding of motion 

vectors in scalable video codec. As result of research, a number of documents and 

reports were contributed to MPEG and Joint Video Team (JVT). Some ideas presented 

in this dissertation were incorporated into MPEG works. The techniques of 

multiresolution motion vector representation were adopted into arising standard of 

scalable video coding. 

The following assumptions are made in this dissertation: 

– motion compensated inter-frame coding technique is used as a basic video 

coding algorithm, 

– the proposed technique should assure possibly high compatibility with existing 

tools and techniques, 

– no critical requirements for memory and computational complexity are 

introduced into the existing algorithms. 
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The main theses of the dissertation are: 

• There is the implicit correlation between motion vectors estimated for different 

resolutions of the same video sequence.  

• By exploiting these inter-resolution correlations in motion vector fields, it is possible 

to improve efficiency of representation of motion data in scalable video coding.  

• It is possible to develop techniques of multiresolution representation of motion 

vectors that are competitive to the methods described in literature, developed 

simultaneously with the author’s investigations. 

The particular goal of the thesis is to extend techniques of motion vector representation 

for scalable video coding. New algorithms and tools are to be researched in order to 

improve overall coding efficiency. The complexity of proposed methods should be the 

same or lower than the complexity of existing methods. New techniques of motion 

vector representation should decrease the motion vector residuals with minor impact on 

complexity and requirements of codecs. 

 

 

 

1.4. Research methodology  

 

The starting point for research was related to the existing techniques of 

representation of motion vectors in non-scalable video coders, with the special attention 

to the most recent and the most advanced solution used in AVC/H.264 video codec. 

These techniques have been thoroughly analyzed and their efficiency for motion vectors 

encoding has been examined and experimentally tested. A problem of motion vector 

representation in multiresolution coding of video sequences has been formulated. The 

existing techniques of motion vector representation in non-scalable, single-resolution 

video coding have been applied into scalable video codec, which produces layered 

bitstream with multiresolution representation of video sequence. 

These existing techniques of single-resolution representations of motion vectors, 

implemented in scalable video codecs were further developed and improved. New 

techniques have been proposed as well. These developed methods have been 

experimentally tested and researched in order to check their usefulness in further 

algorithms of multiresolution video compression. 
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As the reference anchor, the state-of-the-art AVC/H.264 video compression 

algorithm has been used. Two scalable video codecs were used during the experimental 

verification of research:  

• AVC-based video codec, developed originally at Poznań University of 

Technology, and  

• SVC video codec, which has been developed by JVT committee as a future 

standard for scalable video compression.  

The first scalable video codec that was the basis for modifications had been built 

using AVC/H.264 reference software version 7.3, which is freely available at [ISO06a]. 

This scalable codec was developed as the answer for MPEG’s "Call for Proposals on 

Scalable Video Coding Technology" [MP03-93]. The codec is briefly presented in 

Section 2.4.2 and is thoroughly described in [Bła04a, Bła04b]. 

The second scalable video codec, SVC (Scalable Video Coding) codec was 

developed later than the codec developed at Poznań University of Technology.  When 

this dissertation was written, the SVC codec was still in development [JVT06-02]. 

Version 4.0 was used by the author in experimental research. The reference software of 

this codec is freely available for developers at [ISO06b]. 

These two codecs have been chosen because the author had free access to their 

source code, so that modifications could be introduced in their algorithms. Another state-

of-the art video codec VC-1 does not allow for scalable representation of video 

sequence. Furthermore, its reference software is not available freely, thus it could not be 

used in the experiments. 

Efficiency of motion vector coding and efficiency of overall compression have been 

examined: the existing techniques of motion vector encoding have been compared 

against the original solutions proposed in the dissertation. For this purposes, residual of 

motion vector prediction, as well as rate and distortion have been measured for various 

methods of encoding of motion vectors in tested video codecs. For measuring the 

distortions, objective quality measure PSNR have been chosen, as discussed in the 

following section. Additionally, subjective tests for evaluation of the quality of encoded 

video sequences have been also performed in some cases. 

In order to determine the complexity of proposals and compare it with the 

complexity of existing algorithms, the execution times of the researched video codecs 

have been measured. 
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In all experiments, standard video test sequences have been used. These test 

sequences contain various types of motion and textures. They were chosen among others 

by JVT and MPEG in order to perform comparisons and experiments during developing 

of new tools and techniques for scalable video compression [MP03-93]. The bitrate 

ranges of compressed video sequences were also chosen to meet the requirements 

announced by MPEG organization during comparison of scalable video coders [MP03-

93, Bar04]. 

 

1.5. Quality measurement  

 

The ability to measure distortion in image is needed for comparison of efficiency of 

the different video coding algorithms. However, the perceptual feelings about distortions 

in visual content are difficult to measure because of the complexity of the human visual 

system [Sul98]. What is more, the addition of temporal dependencies in consecutive 

pictures of a video sequence introduces further problems in measuring the perceptual 

quality.  

There are two classes of methods for assessment of video quality:  

– subjective quality evaluation by a panel of viewers [ITU94, ITU03, Win05], 

– objective quality evaluation using traditional signal distortions measures [Oja03, 

Win05]. 

Moreover, there exist techniques aimed at automatic assessment of video quality that 

produce results highly correlated with results of subjective tests [Xin99, Pas06]. 

Nevertheless, these methods still have limited scope of applications, therefore they are 

not used in assessment of new coding algorithms. 

In the recommendation of International Telecommunication Union BT.500-11, two 

classes of subjective methods of quality evaluation are defined: Double Stimulus and 

Single Stimulus techniques. For example, in Double Stimulus Continuous Quality-Scale 

Method (DSCQS) the distorted video sequence is compared against the original video 

sequence. On the other hand, in Single Stimulus Continuous Quality Evaluation 

(SSCQE) method video sequence is assessed without comparison to the original video. 

In both methods viewers vote using handset slider with continuous quality scale. 

Additionally, the variants of the DSCQS and SSCQE methods with discrete scale of 5 

grades are also described in the recommendation [ITU03]. 
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Another subjective quality assessment technique – Single Stimulus MultiMedia 

(SSMM) [Bar04] – has been derived from the Single Stimulus method and the variation 

of the Single Stimulus method with two repetitions defined in the recommendation 

BT.500-11 [ITU03, Bła06]. In the SSMM method, judged video sequences are displayed 

in alternate order on progressively scanned display (LCD display, CRT computer 

display, LCD or DLP projector). Each video sequence is displayed for 10 seconds, and 

then the 5-seconds break is given for judging. The assessment scale has 11 grades, as 

depicted in Fig. 1.7. 

In order to avoid the “Contextual effect” (subjective feelings about the quality of the 

video sequence depend on the quality of a previous video sequence), in SSMM method 

each video sequence is displayed twice in a different order. The mean grade is then 

calculated from the two received votes for each tested video sequence. 
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Fig. 1.7. The voting scale of Single Stimulus MultiMedia method. 

 

In this dissertation, the SSMM method of quality evaluation has been used in the 

experiments depicted in sections 7.5, 7.8 and 8.4. The tests were performed in a dark 

room, using LCD projector NEC VT770. The panel of 19 observers at the age of 22-28 

took part in the experiments. The viewers were not specialists in video coding.  The 

height of the screen was 1.5 meters and the width of the screen was 2 meters. The 

viewing distance of 3 to 4 times of the screen height was preserved for CIF sequences 

[Bła06].   

The most often used objective measure for comparison of the quality of visual 

content is peak-signal-to-noise ratio (PSNR) [Dom98, Win05], which is defined by: 
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where: 

ei – difference between corresponding pixels in original picture and 

distorted one, 

N – total number of samples in a picture, 

255 – magnitude of a sample value, related do the dynamic range (8-bit 

representation). 

 

The value of PSNR is often measured and compared only for the luminance 

component of the image, as the distortions in the chrominance components of the picture 

are less visible, “the chrominance components are often treated as something of a minor 

nuisance in video coding” [Sul98].  

 

 

Fig. 1.8. Hypothetical rate-distortions curves. 

 

Efficiency of a video coder is described by rate-distortion (R-D) curve [Ram94, 

Wie96, Ort98, Ska98, Shi00, Ohm05]. The R-D curve is obtained by plotting the 

distortion measure (e.g. PSNR) achieved by specific codec for each tested bitrate. 

Examples of hypothetical R-D curves are given in Fig. 1.8.  
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The subjective quality evaluation is expensive and difficult to carry out. It requires a 

number of observers, specialist equipment and a lot of tests. On the other hand, the 

differences in achieved video quality are often very small, high accuracy and a fine grain 

of the scale is needed in order to assess the quality of video sequence.  Because of these 

reasons, in this dissertation, an objective measure – PSNR – has been chosen most often 

for quality evaluation. The subjective method of quality evaluation – SSMM – has been 

used in a few sections of this thesis in order to verify the results of quality assessment 

obtained by the PSNR calculation. 

 

 

1.6. Thesis overview 

 

The thesis is organized as follows: in Chapter 2 we shortly discuss the problem of 

scalable representation of video sequences. Hybrid video coder is described in detail; the 

paradigm of motion-compensated prediction and algorithms of motion estimation are 

also described.  

Chapter 3 contains detailed description of techniques used in motion-compensated 

prediction in video coders.  The motion model used in video coders is thoroughly 

discussed in this chapter as well as methods of representation of motion vectors in a 

bitstream.  

In Chapter 4 the most advanced techniques of motion vector representation are 

described. Methods of prediction and entropy coding of motion vectors in the state-of-

the-art AVC/H.264 video codec are discussed and explained. Experimental results are 

presented regarding the efficiency of existing techniques of non-scalable encoding of 

motion vectors. New methods of motion vectors encoding using vector median 

prediction are proposed and tested also in Chapter 4. The efficiency of adaptive entropy 

coding of motion vectors is experimentally researched. 

Chapter 5 discusses correlations in multiresolution motion fields. The problem of the 

multiresolution motion vectors estimation and representation is formulated also in this 

chapter. Measures of correlations of motion vector fields are proposed. Experimental 

results of examining of multiresolution motion fields are presented in Chapter 5. 
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In Chapter 6 the original author’s method of joint multiresolution motion estimation 

and differential motion vector encoding is briefly presented together with experimental 

results achieved by proposed scalable codec. 

Chapter 7 contains a description of the IILP technique – an original technique of 

inter-layer prediction of motion vector in layered scalable video coder.  Other techniques 

of inter-layer motion representation that were proposed lastly are also presented together 

with comparison of author’s technique against later-proposed algorithms. 

In Chapter 8 a technique of motion vectors derivation for temporally scalable video 

codec is presented. The efficiency and complexity of proposed method is discussed in 

comparison to other algorithms. 

Chapter 9 contains a summary of achieved results and conclusions. 
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Chapter 2. 

Video coding with motion-compensated 

prediction   



 48 



 49 

2.1. Hybrid video coding 

 

Temporal redundancies in video sequences are eliminated by the use of prediction 

with motion compensation. The very first idea behind motion-compensated prediction 

was temporal DPCM coding of subsequent video frames that was proposed for analogue 

television in 1971 in the papers of Limb and Pease [Lim71] and Candy et al. [Can71]. 

The idea of inter-frame coding was developed further by introducing motion-

compensated prediction that highly reduces energy of the prediction residuals [Tek95, 

Dom98]. 

Motion-compensated prediction of video content is used in hybrid video coders 

together with transform encoding of prediction residuals. At present, this is the most 

often used class of video coding techniques [Tek95, Ska98, Sad02]. A block diagram of 

a typical modern hybrid video encoder with motion-compensated prediction is given in 

Fig. 2.1. 
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Fig. 2.1. Hybrid video encoder with motion compensated prediction. 

 

A residual signal εN+1 is obtained by subtracting a prediction of current frame 1

~
+NI  

from the actual values of samples1+NI . This residual signal is coded using lossy 
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compression scheme with transform coding and quantization of transform coefficients. 

Quantized values of transform coefficients are then encoded using entropy coding and 

form a bitstream. 

In the reconstruction loop of the encoder, inverse rescaling and inverse transform are 

performed. Reconstructed residual information is added to the prediction signal 1

~
+NI  and 

forms final reconstruction of the current frame1
ˆ

+NI , which can be used further in inter-

frame prediction process. Finally the reconstructed frame is stored in the reference frame 

buffer, thus it can be used as a prediction for subsequent frames. 

Prediction signal 1

~
+NI  is obtained using spatial prediction from a reconstructed 

current frame ( 1
ˆ

+NI ) or using motion-compensated prediction from a previous 

frame NÎ as depicted in Fig. 2.1.  

Hybrid video coding has evolved over years. The first generation of hybrid video 

coders employed only simple inter-frame prediction techniques and was never widely 

used. The progress in science allowed for introducing more sophisticated algorithms, 

tools and functionalities, which improved the efficiency of video compression in the 

second and the third generations of video codecs [Dom05, Ohm04]. Representatives of 

these groups are video coding standards H.261, MPEG-2 or H.263. They have been 

widely used in telecommunication, multimedia and digital television.  

The most efficient and advanced coding algorithms have been developed recently 

and they outperform previous techniques.  

The following features allow for significant reduction of bitrate at the same video 

quality in forthcoming generation of video codecs: 

• new algorithms of intra prediction, 

• in-loop deblocking filtering, 

• complex and accurate motion model, 

• multi-hypothesis prediction, 

• advanced motion vector representation, 

• context-based entropy coding, 

• arithmetic entropy coding.  

These advanced tools have been incorporated into the state-of-the-art video codecs 

like AVC/H.264 [ISO06], VC-1 [SMP05] or AVS [AVS06] codecs. They are often 

referred to as advanced video coders.  
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In advanced hybrid video coders input frames of the video sequence are buffered. 

The order of encoded frames can be reversed. As a result, advanced video coders use 

forward prediction (prediction from the past), backward prediction (prediction from the 

future) and bidirectional prediction for decreasing the energy of prediction residuals 

[Str96]. Frames which are coded with motion-compensated prediction are customarily 

called P-frames (predictive) and B-frames (bi-directional or bi-predictive). Forward 

prediction is used in P-frames, while forward, backward and bidirectional prediction is 

used in B-frames. Efficient inter-frame coding with motion compensation requires 

accurate estimation of displacement field between two frames [Fli04]. This has been 

widely described in Section 3.2.2.  

On the other hand, the first frame of a sequence has to be encoded independently of 

other frames, because there is no frame to predict from. In such a case, in advanced 

video coders, spatial prediction of samples is performed. This technique that is called 

intra prediction, significantly improves coding efficiency. Frames which are encoded 

using only intra prediction are called I-frames. Beside the first frame of video sequence, 

I-frames are used also as random access points to the bitstream. 

Advanced video coders may use multiple reference frames for motion compensated 

prediction. Therefore, motion data that have to be represented in the bitstream consist of 

forward and backward motion vectors and indices of reference frames that were used for 

prediction of samples. 

In order to decode completely a video frame, a decoder needs a reference frame 

index, motion vector and transform coefficients of the prediction residual. Therefore, the 

following information has to be encoded in a bitstream in order to allow for complete 

reconstruction of video sequence: 

• control data (sequence resolution, prediction modes, partitioning, etc.), 

• motion data (motion vector, reference frames), 

• transform coefficients of prediction residuals. 

In Chapter 3, more detailed description is given for motion models and motion data in 

advanced hybrid video codecs. 
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2.2. The paradigm of motion-compensated prediction  

 

Temporal redundancies are removed from a video sequence using motion-

compensated prediction. Subsequent frames in video sequence are temporally predicted 

using previously encoded frames, according to the formula: 

 

),(ˆ),(
~
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where: 

1

~
+NI  – prediction of the current frame, 

NÎ  – reconstructed previous frame (reference frame), 

mvx, mvy – components of the motion vector (horizontal and vertical 

respectively) calculated for a given location. 

 

Motion-compensated prediction residual called displaced frame difference (DFD) is 

calculated: 
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where IN+1 denotes the original frame. DFD is then encoded, usually using lossy scheme 

with DCT-based transformation. The final reconstruction of the current frame is 

obtained according to the equation: 
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where: 

1
ˆ

+NI  – reconstructed current frame, 

1+

∧

NDFD  
– reconstructed prediction residual. 

 



 53 

In order to perform motion-compensated prediction, motion vector components mvx 

and mvy have to be estimated at encoder’s side and transmitted to the decoder. The 

process of searching for motion vectors is called motion estimation. 

 

 

2.3. Motion estimation 

2.3.1. Block-matching algorithm of motion estimation 

 

In video compression, the most widely used scheme of motion estimation is block 

matching algorithm (BMA) [Jai81, Tek95, Ska98, Sad02]. In block-matching approach, 

motion vectors for video frame are calculated in reference to previously encoded frame 

called a reference frame. An input frame is divided into rectangular blocks. For each 

block, the algorithm finds matching block – a block in the reference frame that matches 

the current block best. The match is estimated by maximizing the criterion of similarity 

between blocks or – equivalently – by minimizing the criterion of distortion between 

blocks [Kri97a, Dom98]. In other words, block matching algorithm finds a displacement 

value (motion vector) for each square block of pixels that minimizes prediction error of a 

block, as depicted in Fig. 2.2. In order to minimize the complexity of the algorithm, 

usually matching block is searched over a limited area of reference frame (search region 

in Fig. 2.2). Prediction with motion compensation is performed for each block of a video 

frame using estimated motion vector.  

In early video codecs motion compensated prediction was applied for blocks of 8×8, 

8×16 or 16×16 luminance samples [Kog81, Nin82, CCI84, Eri85]. In 1987 the term of 

macroblock that consists of 16×16 luminance samples was introduced for the first time 

[CCI87]. To date, a macroblock is the basic fragment of the video frame used in most of 

the existing video coding algorithms. For every macroblock which is coded using 

motion compensated prediction at least one motion vector is sent [ISO93, ISO95, 

ITU05]. 

Application of motion-compensated prediction with variable-size blocks further 

improves the efficiency of video compression [Fli04]. Such an approach has been 

described more thoroughly in Section 3.2.1.1. The most advanced algorithms of video 

compression utilize complex motion model with blocks of variable size: from 16×16 to 

4×4 luminance samples [ISO06] or from 16×16 to 8×8 luminance samples [SMP05].  
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Fig. 2.2. Block-matching algorithm of motion estimation. 

 

 

2.3.2. Pel-recursive algorithms of motion estimation 

 

Pel-recursive algorithms of motion estimation assign one motion vector to each pixel 

in a video frame, thus the obtained motion field is very dense. The predicted frame is 

then reconstructed by interpolation of the reference frame at locations pointed by motion 

vectors [Tek95, Van03]. 

An example of pel-recursive motion estimation is the algorithm developed by 

Netravali and Robbins [Net79]. Netravali-Robbins algorithms usually lead to noisy 

fields of motion vectors that do not describe a “true” motion in a video sequence; 

however, they were used in early video compression algorithms [Net79, Wal87]. 

Other groups of pel-recursive techniques are differential methods of optical flow 

estimation, e.g. Horn and Schunck algorithm [Bar94]. The algorithm combines a 

gradient constraint equation with a global smoothness term [Hor81]. As a result, the 
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estimated motion field is dense and smooth. Optical flow based motion compensation 

was used for video compression by Lin and Shi [Lin97]. 

Currently, pel-recursive algorithms of motion estimation are not often used in video 

compression, mainly because of their computational complexity as well as obtained 

dense and rough motion field. 

 

 

2.4. Scalable video coding with motion compensated-prediction 

 

Many scalable video coding algorithms were proposed in order to represent 

multiresolution video sequences. Proposed techniques are divided into two major 

classes: wavelet-based video decomposition and modifications of hybrid video coding 

with DCT-like transform [Dom04]. 

Wavelet video coding techniques natively enable multiresolution representation of 

video [Woo02, Ohm02a]. In first approaches, wavelet-based techniques were used in 

order to achieve spatial scalability only, these techniques are called two-dimensional 

(2D) techniques. Further improvements introduced wavelet analysis also into temporal 

domain. These techniques are called three-dimensional (3D) techniques and enable 

temporal scalability as well. The techniques of scalable video coding using wavelets are 

presented in more detail in Section 2.4.1. 

On the other hand, hybrid video coding with DCT-based transform was originally 

developed for classic, non-scalable video coding. Scalability was introduced into this 

class of video codecs later on. However, some powerful and very efficient scalable 

codecs that use motion-compensated prediction with DCT transform have been proposed 

over the years. One of these is presented in Section 2.4.2. 

Most recent proposals incorporate a scheme of wavelet-based temporal analysis into 

classic hybrid-coding techniques. Thus, the meaning of term “3D techniques” has been 

extended also to hybrid scalable codecs.  
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2.4.1. Wavelet codecs 

 

In a 2D scheme of wavelet decomposition, wavelet transform is used for spatial 

decorrelation of residual information instead of DCT-based transform in a coder with 

motion-compensated prediction [Bla98]. 

Regarding temporal analysis, the 3D video codecs are divided into two major groups 

[Abh03]: 

• t+2D approach – spatial decomposition is performed after temporal analysis, 

• 2D+t approach – temporal analysis follows spatial decomposition. 

In t+2D techniques spatiotemporal decomposition comprises of temporal lifting step 

followed by a spatial decomposition of the video signal [Ohm93, Tau94]. The t+2D 

scheme provides an efficient scalable representation of a video sequence. Embedded 

bitstream provides an ability to decode a video with a variety of spatial and temporal 

resolutions and allows for fine granular bitstream decoding. Temporal subband coding 

[Ohm92, Pod95] produces good results in video compression but introduces blurring 

artifacts for video sequences with low frame rate [Con97]. On the other hand, the 

recursive decomposition in temporal domain introduces high decoding delay [Dom04] 

and makes it difficult to achieve random access to compressed video, which is important 

in many video coding applications [MP03-25, Zil05]. 

The 2D+t group of wavelet methods was inspired [Abh03] by the lifting scheme for 

wavelet [Swe95]. In 2D+t approach spatiotemporal decorrelation is performed using 

wavelet techniques of spatial subband coding with motion compensated prediction. In 

such an approach, motion compensation can be easily incorporated into temporal lifting 

step. Wavelet coders that exploits 2D+t scheme was proposed by Choi and Woods and 

Xu et al [Cho99, Xu02]. 

Wavelet-based scalable coding of video sequences has been proposed for over a 

decade. However, only recently presented video coders with motion compensated 

temporal filtering (MCTF) [Ohm02, Fli03], lifting schemes [Sch04] and 3-D wavelet 

decomposition [Ji04] with inter-layer encoding of motion vectors appear to be 

competitive with classic hybrid coding algorithms [Dom04]. 
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2.4.2. Hybrid scalable codec with DCT-based transform  

 

Various spatial and temporal resolutions of the same video sequence can be 

represented using classic hybrid compression algorithm with motion compensated 

prediction. Coarse-to-fine pyramid coding using hybrid video coders proved to be quite 

efficient approach for multiresolution, layered video representation [Nav94, Dom00, 

Mac03]. An example of a structure of scalable hybrid coder with layered approach is 

given in Fig. 2.3. This structure was used in order to develop advanced scalable hybrid 

coder at Poznań University of Technology [Bła04a, Bła04b, Bła06].  

 

high resolution
hybrid coder

enhancement layer #2
bitstream

input video

medium resolution 
hybrid coder

low resolution
hybrid coder

spatial/temporal
decimation

spatial/temporal
decimation

spatial/temporal
interpolation

spatial/temporal
interpolation

base layer bitstream
(AVC compliant)

enhancement layer #1
 bitstream

 

 

Fig. 2.3. Scalable hybrid coder with layered multiresolution video representation. 

 

Video coder from Fig. 2.3 produces scalable bitstream that consists of three layers. 

The lowest resolution layer is called base layer [Dom00, Ohm01]. It enables to decode 

video sequence with a basic spatial and temporal resolution. Additional decoding of 

enhancement layer #1 allows for increasing the resolution of the decoded video 

sequence. When all three layers are decoded (base layer, enhancement layer #1 and 

enhancement layer #2), the video sequence is reconstructed with full resolution. 

Scalable encoder from Fig. 2.3 consists of three hybrid sub-coders, each one 

operating on different level of spatial and temporal resolution [Mac02, Lan04]. Each 

sub-coder has its own, independent prediction loop. Encoded pictures from lower layers 
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are interpolated and used as additional reference frames for inter-layer prediction. In 

order to reduce high-frequency components of prediction residuals, advanced edge-

preserving interpolation technique is involved [Dom03]. Temporal scalability is 

achieved by dropping of non-referenced B-frames, independently in each layer. 

The codec discussed in this section use the most advanced techniques in order to 

achieve video compression [Bła06]. Base layer bitstream uses the same syntax and 

semantics as state-of-the-art AVC/H.264 video codec. Therefore, the base layer is 

properly decodable by all AVC/H.264 decoders, which is a great advantage. However, in 

enhancement layers there have been introduced modifications in order to improve the 

compression efficiency by exploiting data from the base layer [Dom99, Ros01, Mac02]. 

Some new prediction techniques have been added and existing prediction techniques 

have been modified [He01, Mac03, Bła06]. Available techniques of macroblocks coding 

in enhancement layer are presented in Tab. 2.1. 

 

Tab. 2.1. Available prediction modes in enhancement layer of the scalable video 

coder from Fig. 2.3 [Bła03, Bła06]. 

 

frame type macroblock prediction modes 

Intra-coded (I) 1. Spatial interpolation from base layer (16×16 block size). 

2. All standard intra prediction modes. 

coded with motion-

compensated 

prediction (P) 

1. Prediction (forward) from the nearest reference frame. 

2. Spatial interpolation from base layer (4×4 - 16×16  block 

size). 

3. Average of two above (1, 2). 

4. Temporal prediction modes from other reference frames, as 

defined in AVC specification. 

5. All standard intra prediction modes. 

coded with 

bidirectional 

motion-compensated 

prediction (B) 

1. Prediction (forward, backward and bidirectional) from the 

nearest reference frame. 

2. Spatial interpolation from base layer (4×4 - 16×16  block 

size). 

3. Average of two above (1, 2). 

4. Temporal prediction modes from other reference frames, as 

defined in AVC specification. 

5. All standard intra prediction modes. 
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As a result, the output scalable bitstream syntax is the same as that of AVC/H.264 

codec with only small modifications of semantics of some syntax elements. 

Furthermore, as stated before, the base layer of the bitstream is fully AVC/H.264 

compliant. 

More detailed description of this scalable hybrid codec is given in [Bła04a, Bła04b]. 

 

 

2.5. Summary 

 

In this chapter, a technique of video compression using motion-compensated 

prediction has been discussed. An architecture of hybrid video coder has been presented 

and main features of advanced video codecs have been pointed. 

Techniques of motion estimation have been presented in Section 2.3, including 

block-matching algorithm and pel-recursive approach. 

Scalable video codecs that exploit motion-compensated prediction are used in order 

to represent a video sequence with many spatial and temporal resolutions. Two major 

approaches to scalable video coding have been presented:  wavelet-based approach and 

DCT-based approach. One of DCT-based approaches: advanced scalable video codec, 

developed at Poznań University of Technology has been presented more thoroughly in 

Section 2.4.2.  

In the following chapter, motion model used during motion-compensated prediction 

in non-scalable video codec is considered in more detail. Many techniques used for 

reducing the energy of residual signal are presented, including variable block size, 

fractional accuracy of motion compensation or multi-hypothesis prediction.  

Later in Chapter 3, several approaches to coding of estimated motion vectors are 

presented. Some practical examples of using these techniques are also given. 
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Chapter 3. 

Motion model and its representation in 

non-scalable video coding 
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3.1. Introduction 

 

In early video coding algorithms a motion model was quite simple [Kog81, Nin82, 

CCI84, Eri85]. It assumed only translational motion of fixed-size rectangles, usually 

being blocks of 16×16 luminance samples [Che93]. With motion-compensated 

prediction using 16×16 macroblocks only, motion estimation algorithm is relatively easy 

to implement and encoder control is not difficult. However, motion-compensated 

prediction using large blocks limits the ability of accurate prediction and introduces 

visible artifacts, known as blocking artifacts, especially for low bitrates [Dom98, Ska98, 

Ohm04]. 

Motion model was improved in next generations of video codecs [Dom05, Sul05, 

Lan06e]. Special prediction modes were added for interlaced video: in MPEG-2 

algorithm, macroblocks are predicted using blocks of 16×16 or 16×8 luminance samples 

[ISO94, Tek95]. Multi-hypothesis motion-compensated prediction with multiple 

reference frames is employed in the newest video coding algorithms [Wie03, Dom03, 

ISO06]. On the other hand, variable block size was introduced in order to better match 

the shape of objects in video sequence [Sul91a, Ohm04]. Therefore, for complete 

representation of the motion data, the following information has to be encoded in most 

advanced video coders: 

• motion vectors, 

• reference frame indices, 

• control data for a macroblock (partitioning, prediction mode). 

In natural video sequences estimated motion vectors in a video frame are locally 

very similar in values. Therefore, in order to improve overall coding efficiency, motion 

field is compressed by reducing statistical redundancies.  

The problem of motion modeling and motion vectors representation regards so called 

hybrid video coders, as well as wavelet video coders, in which techniques of motion 

compensation are involved. In both approaches, the same techniques of motion 

estimation and motion vectors encoding can be used. 

In the following sections, some features of a motion model have been presented. The 

influence of motion model on motion vectors estimation and coding has been briefly 

discussed. Methods of motion vector compression are presented as well. 
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3.2. Motion compensation in advanced hybrid coders 

3.2.1. Motion model  

3.2.1.1. Variable block size 

 

Motion-compensated prediction with blocks of variable size significantly improves 

the efficiency of video compression. In Variable Block Size Motion Compensation 

(VBSMC) technique, a predictive-coded image is decomposed into blocks of varying 

size and a motion vector is associated to each block [Cha90]. This approach allows for 

flexible motion segmentation: large blocks are chosen in areas with stationary motion 

field, while small blocks are chosen in areas with varying motion field. The 

decomposition structure of an image is coded as a side information and a motion vector 

is transmitted for each block. Thus, VBSMC algorithm adaptively decomposes an image 

into blocks with uniform motion, using rate-distortion optimization [Sul91a]. Examples 

of decomposition of video frame into partitions of variable size are depicted in Fig. 3.1. 

 

   

Fig. 3.1. Segmentation of a frame in video sequence using blocks with variable size 

(from 16×16 to 4×4 luminance sample). Frame 58 from Mobile sequence, frame 44 from 

Foreman sequence. 

 

In most video coding algorithms, a basic partition with associated single motion 

vector is rectangular block of 16×16 luminance samples (macroblock). Macroblock can 

be usually decomposed further into smaller partitions. The size of the smallest partition 

is limited to 8×8 [ITU05, ISO98, SMP05, AVS06] or 4×4 [ISO06] luminance samples. 

As a result, encoder can flexibly choose the partitioning of each macroblock. For 

example, in AVC algorithm, 7 block sizes are available: 16×16, 16×8, 8×16, 8×8, 8×4, 
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4×8 and 4×4 [ISO06]. Each block can have one or two motion vector assigned. The 

maximum number of motion vectors per macroblock in AVC codec is 32, as showed in 

Tab. 3.1.  

 

Tab. 3.1. Maximum number of motion vectors per macroblock for various 

partitioning in AVC codec (according to [ISO06]). 

Partition size 

Number of 

partitions in 

one 

macroblock 

Number of motion 

vectors per macroblock 

(uni-directional 

prediction) 

Number of motion 

vectors per macroblock 

(bi-directional 

prediction) 

16×16 1 1 2 

16×8 2 2 4 

8×16 2 2 4 

8×8 4 4 8 

8×4 8 8 16 

4×8 8 8 16 

4×4 16 16 32 

 

When motion-compensated prediction with variable size of blocks is used, 

compression of motion vector field becomes more complex and ambiguous. In such a 

case, motion field is non-uniformly sampled, thus obtaining a good predictor for the 

current motion vector is more difficult. 

 

3.2.1.2. Overlapped Motion Compensation 

 

Overlapped Motion Compensation (OMC) is a technique that eliminates blocking 

artifacts caused by block motion compensation [Nog92]. OMC is an example of a 

general concept of multihypothesis motion-compensated prediction [Fli04]. The 

algorithm uses more than one motion vector for prediction of each pixel, but still 

requires only one motion vector to be estimated for each block.  

Originally [Nog92], the method employed two motion vectors for prediction of each 

block, as depicted on Fig. 3.2. First, one motion vector is estimated for each block in the 

current frame. In order to form a prediction signal, many motion vectors are used for 



 66 

each block: a motion vector estimated for the current block and additional motion 

vectors estimated for neighboring blocks. These motion vectors point at blocks from a 

reference frame used for prediction. Prediction signal is obtained by summing up 

overlapped blocks weighted with window function. 

 

window function

reference
frame

predicted
frame

overlapped
blocks

 

Fig. 3.2. Overlapped Motion Compensation scheme, as proposed by Nogaki and Ohta 

[Nog92]. 

 

Overlapped Motion Compensation scheme has been adopted in video coding 

algorithm described by H.263 standard [ITU05]. Five motion vectors are used in order to 

form prediction signal for each 8×8 block. Beside the “main” motion vector of the 

current block (mv0), motion vectors from adjacent blocks are used (mv1, mv2, mv3, mv4) 

as showed in Fig. 3.3.  
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Fig. 3.3. Motion vectors used for overlapped motion compensation in H.263 codec 

[ITU05]. Four cases are shown, for each of the 8×8 block of the macroblock. 

 

Blocks of samples from a reference frame, pointed by motion vectors mv0…mv4, are 

weighted with windowing arrays H0, H1, H2, H3 and H4 and form prediction blocks 

p0..p4: 

 

),(ˆ),(),( ,, jmvyimvxIjiHjyixp ykxkMkk ++++⋅=++ , (3.1) 

 

where 0 ≤ i , j < 8, 0 ≤ k < 5 and: 

pk – partial prediction signal, 

Hk – weighting array given by (3.2), 

),(ˆ yxI M  – a sample from the reference frame M, taken from location  (x,y), 

mvk,x, mvk,y – the horizontal and vertical components of k-th motion vector 

(0≤k<5). 

 

Windowing arrays H0, H1, H2, H3 and H4 used during calculation of partial prediction 

signal are given by the following matrices: 
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The final prediction I
~

 is obtained by summing the products according to equation: 
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Overlapped motion compensation along with variable block size makes the coding 

algorithm more complex, as more hypotheses have to be tested in order to choose the 

best prediction mode for the macroblock. 

 

3.2.1.3. Fractional motion vectors 

 

An important feature of the motion model is the accuracy of the estimated motion 

vectors. The most simple algorithms estimate integer motion vectors only. It means that 

the minimal allowed displacement of a motion-compensated block is one luminance 

sample. If motion in video sequence is, for example, slower than 1 sample per frame, it 

cannot be properly compensated; such a situation is depicted in Fig. 3.4.  

 

true motion of an object

sampled video frame

frame n-1 frame n prediction error

motion-compensated prediction
with full-pixel accuracy

motion-compensated prediction
with half-pixel accuracy

mv=(-3.5;0)

mv=(-3;0)

 

 

Fig. 3.4. An example of motion compensated prediction using integer and fractional 

motion vectors. Lighter signal has a less energy – it is more efficiently coded. 
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It has been reported [Gir87] that with integer-pixel accuracy of the motion vector, a 

gain introduced by motion-compensated prediction over optimum intra-frame encoding 

of the signal is limited to ~0.8 bit/sample in moving areas. An improvement of 

prediction for displacements with non-integer velocities can be achieved using fractional 

motion estimation. In order to form a prediction signal at non-integer samples locations, 

spatial interpolation is performed using zero-phase FIR filters. With this technique, 

motion vectors are estimated with the accuracy of 2
1 , 4

1  or even 8
1  of a distance between 

samples. The scheme allows for aliasing cancellation and more accurate modeling of a 

motion in order to predict better current values of samples. Better prediction minimizes 

the prediction error, as depicted in Fig. 3.4. 

Motion model using motion vectors with accuracy of 2
1 -pel has been used in MPEG-

2 video coding algorithm. Simple averaging filter has been adopted for estimation of 

samples at half-pel locations. More sophisticated interpolation scheme is used in the 

most advanced video coding algorithms. For example, during developing of 

AVC/H.264, 3
1 - and 8

1 -sample accurate motion-compensated prediction was proposed, 

but finally the idea was dropped due to complexity reasons [Wie03]. After all, motion 

vectors in AVC/H.264 video codec are estimated using 4
1 -pel accuracy.  
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Fig. 3.5. Interpolation of fractional luma samples in MPEG-2 and H.263 video coding 

algorithms. Prediction values at half-sample positions are obtained by averaging samples 

at integer-sample positions [ISO94, ITU05]. 

 

Iinterpolation schemes for fractional locations of luminance samples in various video 

codecs are depicted in Fig. 3.5 and Fig. 3.6. Chrominance samples are estimated using 
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the same [ISO94, ITU05] or similar (usually simpler) [ISO06] interpolation schemes as 

luminance samples. 
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Fig. 3.6. Interpolation of fractional luma samples in AVC/H.264 video coding algorithm. 

The prediction values at half-sample positions are obtained by applying a one-

dimensional 6-tap FIR filter. Prediction values at quarter-sample positions are obtained 

by averaging samples at integer- and half-sample positions [ISO06]. 
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Improving accuracy of motion vectors introduces more complexity into motion 

estimation block of a video encoder: estimation of fractional motion vectors require 

samples interpolation which is usually very slow, because of huge number of samples to 

process. Estimation of motion vectors with sub-pixel accuracy allows for significant 

improvement of the efficiency of video compression, however encoding process is more 

complex and lasts longer. Usually, fractional motion estimation is performed only for 

sub-pixel locations around the neighborhood of estimated integer-valued motion vector. 

It allows for reducing time complexity. 

 

3.2.1.4. Motion vectors over picture boundaries 

 

Recently developed video coding algorithms allow motion vectors to point outside 

the regular spatial area of a picture. In order to form a prediction signal, the “virtual” 

image area is extrapolated by expanding the regular image area and repeating the edge 

samples. The gain in compression efficiency is achieved by exploiting of predictive 

coding of motion vectors – in some cases encoder do not need to sent a residual of a 

motion vector. The signal of prediction is formed from the “virtual” area of a reference 

picture.  

On the other hand, the technique of motion vectors over picture boundaries makes 

motion estimation at the side of encoder simpler and more uniform. Encoder estimates 

motion in the same way for all blocks of a video frame and do not need check the “edge 

conditions”. “Edge conditions” provide that motion vectors point inside the reference 

picture. 

This technique is simple and improves coding performance in some cases, thus it has 

been used in many video coding algorithms [ITU05, ISO06]. 

 

3.2.1.5. Global Motion Compensation 

 

Global Motion Compensation (GMC) is an advanced tool used in video processing 

and coding [Per02]. GMC utilizes the phenomenon that a significant part of a visible 

motion within the video sequence is caused by camera motion [Smo04]. For example, 

translational movement of camera causes global, uniform motion in a video sequence. 
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Global motion is also caused by rotation of a camera, as well as scene zooming and 

panning.  

The proposed approach is to model this global motion by a set of parameters which 

can be sent to decoder in order to form a predicted video frame with global motion 

compensation. It allows for reducing the bitrate and achieving better compression 

efficiency. 

Global Motion Compensation together with technique of sprites encoding were 

researched to be used in object-based video coding algorithms [Smo99].  

Sprite technique allows for representing of video scene as a set of patches [Ohm04]. 

A patch can be defined as an image area that contains a visual object. Each patch 

represents an object from given video scene and can be encoded independently. The 

final image is assembled from these patches, using a description of the scene. 

The most widely known object-based video coding technique is described by 

MPEG-4 standard [ISO98]. MPEG-4 distinguishes entities in video frames that can be 

accessed and manipulated independently [Sad02], for example content-based encoding 

can be performed separately for text, static background and moving object. These 

entities in MPEG-4 are called Video Object Planes (VOP). 

In Advanced Simple Profile (ASP) of MPEG-4 Visual, a picture that is coded using 

prediction based on global motion compensation is called S(GMC)-VOP. Global spatial 

transformations, including image warping, are used in order to improve the efficiency of 

the prediction of sample values [ISO98]. The perspective model of global motion in 

MPEG-4 is defined with the following equations [Che05]: 
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where: 

p(x,y) – motion-compensated prediction signal at location (x,y), 

r(x’,y’) – sample from reference frame, taken from location  (x’,y’), 

m0, n0 – scaling factors, 
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m1, n1 – rotation factors, 

m2, n2 – translation factors, 

o1, o2 – tilt factors. 

 

A technique of Global Motion Compensation also has been proposed for AVC/H.264 

video codec [Smo04]. Authors reported even 20% bitrate saving at the same visual 

quality for some classes of video sequences. 

 

 

3.2.1.6. Motion compensation using control-grid interpolation 

 

In control-grid interpolation (CGI) method of motion compensation, a video frame is 

divided into small regions by regular grid (control grid) [Ska98, Ohm04], as depicted in 

Fig. 3.7. Motion is estimated for nodes of control grid using any algorithm (either block 

matching or pel-recursive). Samples for motion-compensated prediction are obtained by 

interpolation of the samples between nodes from the reference frame. Thus, control-grid 

interpolation allows for spatial image transformations and motion-compensated 

prediction [Sul91]. 

 

current video frameprevious video frame

nodes

control grid  

Fig. 3.7. Control-grid interpolation scheme. 

 

In Fig. 3.7 the control grid is square; however, a triangular grid can also be used. In 

such a particular case, the method is called Triangle Motion Compensation (TMC). A 
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video frame in TMC is tessellated using triangular patches; motion in the frame is 

described using transformation of these triangular patches [Nak91].  

Block Matching Algorithm described in Section 2.3.1 may be considered a special 

case of CGI technique: nodes of control grid are situated in the centers of blocks and 

nearest-neighbor scheme of interpolation is used [Sul91]. All samples from given block 

share the same motion vector. A simple interpolation scheme used in BMA method 

(nearest-neighbor) causes visual artifacts that appear in the borders of blocks, they are 

called blocking artifacts.  

Control-grid interpolation technique has been proposed over the years in applications 

for video compression [Sul91, Chu94, Ish97, Cho05]. However, mainly because of the 

complexity reason, block-based methods are used most often. 

 

3.2.2. Temporal prediction modes 

 

In its original version, motion-compensated prediction was performed using frames 

from the past only [Roc69, Mou69]. This technique provided quite efficient video 

representation. For each predicted block, a single motion vector is estimated that refers 

to the reference frame from the past. The scheme that uses previous video frame for 

motion-compensated prediction is called forward prediction [Tek95, Dom98, Ohm04]. 

However, some problems with prediction from previous frames may occur regarding, for 

example, covered and uncovered background that does not exist in a video frame from 

the past [Ohm04]. On the other hand, good prediction from the past frames is not 

possible for the content that appears just in the current frame.  

In order to improve coding efficiency, backward prediction that can exploit 

similarity of a current frame to the frame from the future was proposed [Yam89]. In such 

a case, motion-compensated prediction is performed using frame from the future thus 

estimated motion vector refers to the frame from the future. 

Combination of the two modes of motion-compensated prediction: forward and 

backward is called bidirectional prediction [Hid89, Lig89, Son89, Ric02]. Two motion 

vectors are estimated in bidirectional prediction: one that refers to a frame from the past 

and one that refers to a frame from the future. The final prediction signal is obtained by 

averaging samples from the past reference frame with samples from the future reference 

frame. Forward, backward and bidirectional predictions are depicted in Fig. 3.8. Frame 
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naming convention used in Fig 3.8 (I-frame, P-frame and B-frame) have been discussed 

in Section 2.1. 

I B B P

time

I P P P

time

I B B P

time

forward prediction

backward prediction

bidirectional prediction

 

 

Fig. 3.8. Forward, backward and bidirectional motion-compensated prediction. 

 

Decision about temporal prediction mode can be taken independently for each 

macroblock, which means that each macroblock can be predicted using different 

references: from the past, from the future or both. It allows for very efficient prediction 

of the content of video frame. Utilized prediction modes have to be sent by the encoder 

as a side information. 

 

3.2.3. Multiframe motion compensation – multi-hypothesis prediction 

 

In classic video coding, only the nearest frame (either from the past or from the 

future) is used as a reference frame for motion-compensated prediction. However, 

multiframe techniques, also called multi-hypothesis predictions [Fli04], have been 

proposed [Muk85, Got93, Wie99a]. Together with long-term memory, prediction using 

multiple reference frames is useful in the case of uncovered background: uncovered 
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fragment of the current frame is predicted from the frame on which it was visible. Long-

term memory implemented in video codec allows for storing and referencing the video 

frame that appeared before the most recent frames. An example of motion-compensated 

prediction using long-term memory has been depicted in Fig. 3.9. 

 

I P P

P

predicted frame

long-term 
reference frames

N-1N-2N-3

N

 

 

Fig. 3.9. Motion-compensated prediction using long-term memory. 

 

The technique of multiframe motion compensation is also used in order to increase 

error resilience of a codec. In the case of transmission errors, the reference frame is 

erroneously reconstructed and errors propagate further. However, when multiple 

reference frames are used, encoder can encode the current frame regarding the frame 

which was reconstructed properly. 

Multiframe motion compensation can be used for forward, backward and 

bidirectional prediction. Extra information  for each motion vector has to be sent about 

reference frame that should be used for prediction (index of the reference frame). 

Therefore, trade-off between better prediction and extra motion information has to be 

achieved. 

 

3.2.4. Inference of motion information 

 

Motion vectors estimated for natural video sequences are spatially and 

temporally correlated, thus, in some cases, motion information can be completely 

inferred from the temporal or spatial neighborhood without extra information being sent 

[Won95, Tou01, Sun01, Tou05]. This technique provides very efficient video 
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representation, because neither motion vectors nor macroblock prediction mode have to 

be encoded in a bitstream [Sul03, Tou05]. 

Motion vector field is stationary when motion vectors from neighboring locations 

are highly correlated with each other [Sun01]. In the case of high spatial correlation, 

motion field is spatially stationary. In the case of high temporal correlation, motion field 

is temporally stationary. 

Motion information can be inferred very accurately in the case of stationary 

motion vector field [Lai02, Tou02]. The most advanced tools for motion derivation are 

incorporated into AVC/H.264 video coding algorithm in macroblocks coded using SKIP 

and DIRECT modes [ISO06]. There are defined two kinds of special motion vector 

predictions that exploit spatial or temporal motion vector similarity in pictures coded 

using bidirectional prediction.  

In temporal mode, motion vectors for the current block are derived by scaling of 

a co-located motion vector from the reference frame; bidirectional motion-compensated 

prediction is then performed [Wan95, Tou01]. Co-located motion vector is the motion 

vector, which was used for motion-compensated prediction of a block that appear at the 

same spatial coordinates as the current block as depicted in Fig. 3.10.  

 

- derived motion vectors

- co-located motion vector - current block

- co-located block

reference frame
from past (T )n-1

current
frame ( )Tn

reference frame
from future ( )Tn+1

mv0

mvF

mvB

 

 

Fig. 3.10. Derivation of motion vectors in temporal motion inference mode in 

AVC/H.264 [ISO06]. 
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Motion vectors mvF and mvB from Fig. 3.10 that are used respectively for forward 

and backward prediction are derived according to equations: 

 

0
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1 mv
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FB mvmvmv −= 0 , (3.5) 

 

where: 

mv0 – co-located motion vector, 

mvF, mvB – forward and backward motion vectors, 

Tn-1,Tn,Tn+1 – sampling time of the previous, current and subsequent frame 

respectively. 

 

The final prediction is obtained by averaging samples coming from forward and 

backward motion-compensated prediction. 

When spatial mode of motion information inference is used in AVC/H.264 video 

codec, aside from motion vectors, also prediction type is derived from the neighboring 

blocks [Lan05, Tou05]. Forward, backward and bidirectional prediction can be inferred 

depending on motion-compensated prediction modes that were used during 

reconstruction of adjacent blocks. When prediction type and reference frame indices are 

fixed, motion vector prediction is performed as described in Section 4.2.2. 

 

 

3.3. Motion vectors representation 

3.3.1. Motion vector field 

 

In order to reduce temporal redundancies in a video sequence, a hybrid coder 

performs motion-compensated prediction using reference frames from the past or 

reference frames from the future. Therefore, motion vectors are estimated for each video 

frame that is predictively coded. The locations, for which motion vectors are estimated, 

depend on motion model that is used in video coding algorithm. Estimated motion 

vectors form motion vector field. They have to be transmitted to decoder in order to 
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reconstruct compressed video sequence. Examples of visualization of motion vector 

field are given in Fig. 3.11.  

 

  

Fig. 3.11. Visualizations of motion vector fields estimated with block matching 

algorithm. Frame 38 from Bus sequence, frame 74 from Football sequence, 352×288 

(CIF). 

 

Motion vector field estimated in a hybrid video coder is spatially correlated – 

adjacent motion vectors are often similar to each others. Thus, it is natural to use 

techniques of residual coding of motion vectors. The most often used technique of 

motion vectors coding is prediction using previously encoded motion vectors (Fig. 3.12) 

that are spatially nearby to the currently coded motion vector.  

The signal of prediction mvP is formed in predictor P, and then it is subtracted from 

the current value of motion vector mvC. The residual value ∆mv is put into the input of 

entropy coder, which is matched with the statistical characteristics of the differential 

signal. 

 

  

 

Fig. 3.12. Predictive coding of motion vectors. 
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Other proposed techniques of representation of motion vectors involve vector 

quantization and adaptively switched predictors. In the following sections these 

techniques are discussed briefly. 

 

3.3.2. First-order prediction 

 

In early video compression algorithms, the components of motion vectors were 

coded using simple DPCM scheme with respect to the last encoded motion vector (Fig. 

3.13). For example, in MPEG-2 standard [ISO95] data of each slice of macroblocks is 

preceded with the unique synchronization codeword and the motion vector components 

of the first macroblock in slice are encoded independently of any other data. Such an 

approach resets the predictor of the motion vector for each slice and allows for reliable 

bitstream error recovery.  Moreover, the predictors of the motion vector components are 

reset whenever an intra coded macroblock is coded which has no concealment motion 

vector or when macroblock is not coded (skipped) [ISO95].  

 

currently coded macroblock

macroblock used for motion vector prediction

mvP mvC

motion vector

 

 

Fig. 3.13. Macroblock used in DPCM motion vector prediction. 

 

In MPEG-2, residual components of the motion vectors are entropy coded using 

variable length coding. Firstly, scaling factor f_code is sent for all motion vectors in the 

current picture. For each component of motion vector, UVLC-coded motion_code is 

sent, as well as fixed-length codeword motion_residual for a motion vector refinement. 

With the following 3 variables: f_code, motion_code and motion_residual, each 

component of the motion vector prediction error (delta) is derived as follows [ISO95]: 
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r_size = f_code – 1         (3.6) 
f = 1 << r_size 
 
if ( (f  == 1) || (motion_code == 0) ) 
 delta = motion_code ; 
else { 
 delta = ( ( Abs(motion_code) - 1 ) * f ) + motion_residual + 1; 
 if (motion_code< 0) 
  delta = - delta; 
} 

 

where: 

r_size – auxiliary variable used for derivation of motion vector 

component, 

f – bitmask used for derivation of the range of motion vector  

component. 

 

The final value of motion vector component is then derived according to the 

predicted value and current scale factor f_code: 

 
 

r_size = f_code – 1         (3.7) 
f = 1 << r_size 
high = ( 16 * f ) -  1; 
low = ( (-16) * f ); 
range = ( 32 * f ); 
 
vector = prediction + delta; 
if (vector < low ) 
 vector = vector + range; 
if (vector > high) 
 vector = vector  - range; 
 

 

where: 

high – maximum value of the motion vector component, 

low – minimum value of the motion vector component, 

range – range of possible values of the motion vector component, 

prediction – predicted value of the motion vector component, 

delta – a value of motion vector residual, 

vector – final value of decoded motion vector component. 
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Variable f_code is in set <1, 2, .., 9> and limits the range of a motion vector residual 

according to Tab. 3.2.  

 

Tab. 3.2. The impact of f_code in MPEG-2 on extreme values of motion vector 

component residual in full-pel units [ISO94]. 

f_code 
minimum value of motion 

vector residual 

maximum value of motion 

vector residual 

1 -8 7.5 

2 -16 15.5 

3 -32 31.5 

4 -64 63.5 

5 -128 127.5 

6 -256 255.5 

7 -512 511.5 

8 -1024 1023.5 

9 -2048 2047.5 

 

3.3.3. Median prediction 

 

The technique of simple first-order prediction of motion vector components was 

further replaced by a median prediction [ISO98, ITU05]. In median prediction, 

components of the current motion vector are predicted from the set of previously 

encoded motion vector. In order to form a prediction signal, the component-wise median 

filtering is performed using motion vector from the neighboring blocks depicted in Fig. 

3.14. 

 

currently coded macroblock

macroblock used for motion vector prediction

mv1

mvC

motion vector

mv2 mv3

 

 

Fig. 3.14. Macroblocks used in median motion vector prediction. 
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Components of a motion vector are predicted according to equations: 

),,( ,3,2,1, xxxxP mvmvmvmedmv =
,  

),,( ,3,2,1, yyyyP mvmvmvmedmv = , (3.8) 

 

where: 

mvP,x, mvP,y – predicted components of motion vector (horizontal and vertical 

respectively), 

med() – median operator, 

mv1,x..mv3,x – horizontal components of motion vectors used for prediction (Fig. 

3.12), 

mv1,y..mv3,y – vertical components of motion vectors used for prediction (Fig. 

3.12). 

 

  

 

 

Fig. 3.15. Bits required for encoding motion vector residual in H.263 [Tou99]. 
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Median-based approach to motion vector prediction was used in H.263 video coding 

algorithm [ITU05]. In the original version of H.263, motion vectors used in motion 

compensated prediction were restricted to the range <-16,15.5>. Number of bits required 

for encoding a motion vector residual depending on motion vector residual value in 

H.263 standard is given in Fig. 3.15. 

In order to represent the motion vector residuals in a bitstream efficiently, residual 

components of a motion vector are encoded in the bitstream using Variable Length 

Codes (VLC), defined in H.263 standard.  

The median-based prediction scheme proved to be extremely efficient and is widely used 

in most of advanced video coding algorithms. It provides the best coding efficiency for 

smooth motion vector fields. 

 

3.3.4. Motion vector coding using vector quantization 

 

Vector quantization techniques for compact representation of motion vectors in 

video coders were proposed by Lee and Woods. They interpreted block-matching 

motion estimation algorithm as a special type of vector quantization (VQ) and they 

called it Motion Vector Quantization (MVQ) [Lee95a]. In the algorithm, search region is 

represented as a codebook and motion vectors are represented as code vectors.  

Let codebook },...,,{ 21 NmvmvmvC = represents the motion vector search region, 

containing N possible locations of blocks used for motion-compensated prediction in the 

previous frame, as depicted in Fig. 3.16. Motion vector T
yOxOO mvmvmv ),(= is the 

estimated motion vector from the codebook C that is best in the sense of motion-

compensated prediction. In order to represent this motion vector, only the index i of the 

codeword from C has to be transmitted.  
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Fig. 3.16.Motion vector representation using vector quantization. 

The codebook C has N motion vectors that represent N possible locations of blocks 

for prediction. Thus, the required bitrate to transmit integer-pel accuracy motion vectors 

for M×M  block size when fixed-length codes are used is [Lee95a]: 

 

2
2 /)(log MnHWNr ⋅⋅⋅=  (3.9) 

 

where: 

r – bitrate required to transmit motion vectors using MVQ (bits per 

second), 

W – horizontal dimension of a video frame, 

H – vertical dimension of a video frame, 

n – number of frames per second. 

 

Lee and Woods further improved the algorithm of MVQ by developing a “macro 

motion vector quantizer” that performs coarse vector quantization on a group of motion 

vectors [Lee95b, Kri97a] and further refinement of obtained results. 

Similar approach to motion vectors representation with vector quantization of motion 

vector field was proposed by Regunathan and Rose [Reg97]. They proposed an iterative 

algorithm for design of the codebook, which optimizes the compression performance. 

The estimated, dense motion vector field is represented using a set of “super motion 

vectors” (SMV) and quantized values of motion vectors of all blocks in a macroblock. 
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However, the presented algorithms of motion vectors coding using vector 

quantization have not been employed in advanced video codecs so far. The main reason 

for this is that, when motion vectors are allowed to be chosen from a limited set only, the 

efficiency of motion-compensated prediction is worse.  

 

3.3.5. Motion vector coding based on Minimum Bitrate Prediction 

 

A technique of adaptively switched predictors of a motion vector has been proposed 

by Kim and Ra [Kim99]. The proposal was named Minimum Bitrate Prediction (MBP). 

In this method, motion vector can be predicted using first-order or median prediction, 

dependent on values of neighboring motion vectors. The best prediction of current 

motion vector is chosen from among motion vectors belonging to blocks A, B and C 

depicted in Fig. 3.17. The best prediction is a vector which enables to produce the 

minimum bits for representation of the current motion vector (Minimum Bitrate 

Prediction criterion). 

 

currently coded block

candidates block for motion vector prediction

mv1

mvC

motion vector

mv2 mv3

A

B C

 

 

Fig. 3.17. Blocks and motion vectors used in Minimum Bitrate Prediction method of 

motion vector coding. 

Differential values of motion vector components ∆mvx and ∆mvy are calculated with 

reference to the best prediction and then entropy coded using variable length coding.  

Usually, additional information that would determine which neighboring motion 

vector was used as prediction should be transmitted. Because there are three 

possibilities, 2 bits are required in order to determine the chosen vector. However, in 

MBP method, the proper predictor is chosen adaptively based on actual values of 

neighboring motion vectors mv1, mv2, mv3 and transmitted residual values ∆mvx and 

∆mvy. Therefore, in some cases, decoder can determine the proper motion vector used 

for prediction without transmitting additional information. Decoder utilizes the 
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knowledge that vector was chosen at the encoder side on the basis of Minimum Bitrate 

Prediction. As a result, 0, 1 or 2 bits are needed for each component of motion vector in 

order to represent the prediction type. In special cases, median component-wise 

prediction can be performed as well. The following example shows when no extra bits 

are required in order to chose the best prediction of current component of motion vector.  

Assume the following data at the decoder’s side:  

• values of components of neighboring motion vectors: mv1x=2, mv2x=6, 

mv3x=11, 

• the value of received residual ∆mvx=3. 

Therefore, possible values of components of current motion vector are 5, 9 and 14 

respectively. However, because the Minimum Bitrate Prediction criterion was used, the 

only valid and non-ambiguous value is 14, and the best determined prediction 

component of current vector is mv3x. In all other cases, the chosen predictor would not 

fulfill the Minimum Bitrate Prediction criterion. This is illustrated in Fig. 3.18. 

In order to signal the chosen prediction type in cases when the context of the current 

motion vector does not allow for determining the prediction value, one-bit or two-bit 

codeword is transmitted. Therefore, up to four prediction types can be chosen: prediction 

from neighboring block A, prediction from neighboring block B, prediction from 

neighboring block C and median prediction using vectors from blocks A, B and C.  

 

 

 

Fig. 3.18. Determination of the value of component of current motion vector in MBP 

method. 
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Minimum Bitrate Prediction method was applied into MPEG-4 Visual video codec. 

The authors reported up to 10% saving in bitrate of motion vectors when compared 

against standard method of motion vectors encoding used in MPEG-4 Visual video 

codec. The best results were obtained in the video sequences with fast and complex 

motion. 

The MBP algorithm was further extended by Moon et al [Moo06]. They introduced 

an idea of joint coding of components of each motion vector using single codeword. A 

decision of whether to use MBP coding of motion vector or whether to code the 

components of motion vector together with single codeword is taken based on the local 

contents of a video frame. In areas with fast and complex motion MBP method is used, 

while in areas with slow and homogeneous motion the latter method is used. 

The algorithm by Moon et al was implemented also in MPEG-4 Visual video codec. 

Tests were performed for relatively low values of quantization parameter QP (QP=8 and 

QP=10). In all cases it outperforms the original MBP method. Bit savings in motion 

vectors bitstream were up to 34.4 % (video sequence Container) as compared to the 

original method of motion vectors coding used in MPEG-4 Visual codec. Unfortunately, 

authors did not report the overall bitrate and the value of PSNR achieved. Results for 

higher values of QP were not reported as well. 

 

3.4. Conclusions and summary 

 

Advanced techniques of compression of video require very accurate algorithms of 

motion-compensated prediction in order to minimize prediction residuals. Since the 

beginnings of video compression, the motion model has become more sophisticated and 

more complex. More accurate motion model allows for more efficient representation of 

a video signal. On the other hand, it also requires more computational power and more 

sophisticated ways of the representation of the estimated motion parameters, such as 

motion vectors or reference pictures indices. 

In most advanced video coding algorithms, like VC-1 or AVC/H.264, the following 

techniques are used in order to perform motion-compensated prediction: 

• variable block size, 

• fractional motion vectors, 

• motion vectors over pictures boundaries, 
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• multi-hypothesis prediction, 

• advanced inference of motion information. 

These techniques significantly improve the compression efficiency of the modern 

video codecs comparing to their predecessors.   

However, in order to represent this extensive motion model, new techniques of 

encoding of motion data had to be developed. Among others, median prediction of 

motion vectors has been most widely utilized and is used in both: AVC/H.264 and VC-1 

video codecs.  

In the following chapter, a detailed description of the techniques of motion vectors 

encoding in state-of-the-art video codecs is given. The efficiency of applied solutions is 

experimentally researched. New techniques of vector median prediction are proposed by 

the author and they are compared against the existing component-wise solutions. 
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Chapter 4. 

Advanced coding of motion vectors 
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4.1. Introduction  

 

In the most advanced video coders, the motion model is very complex. In order to 

perform motion-compensated prediction, each block is described by a set of the 

following parameters: 

• accuracy of estimated motion vector, 

• size of block, 

• temporal prediction mode, 

• motion vector components, 

• index of the reference frame used for prediction. 

Furthermore, frames encoded using motion-compensated prediction may contain 

macroblocks that are intra-coded, hence motion vector field becomes heterogeneous. 

Therefore, advanced techniques have to be used in order to represent efficiently the 

motion information. 

Usually, the accuracy of motion vector is determined by compression algorithm. 

However, TML-2 video codec, which was developed by VCEG, utilized Adaptive 

Motion Accuracy (AMA) technique, in which the accuracy of motion vector was 

adapted for each block [Wie03]. Other proposals assume adaptation of motion vector 

accuracy at frame level [Rib99], for example in VC-1, ½-pixel and ¼-pixel accuracy can 

be chosen independently for each frame [SMP05]. In AVC/H.264 motion vectors are 

always represented with ¼-pixel accuracy. 

 

Tab. 4.1.  Inter-frame coded macroblock types in P-pictures in AVC/H.264 [ISO06]. 

 

name of 

macroblock type 

number of 

partitions 

partitions width  

(in luminance 

samples) 

partitions height 

(in luminance 

samples) 

P_L0_16x16 1 16 16 

P_L0_L0_16x8 2 16 8 

P_L0_L0_8x16 2 8 16 

P_8x8 4 8 8 

P_8x8ref0 4 8 8 

P_Skip 1 16 16 
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Partitioning of the macroblock and macroblock prediction mode are determined by 

macroblock type. For example, six inter-frame macroblock types are defined in P-

pictures in AVC/H.264 as showed in Tab. 4.1. Additionally, in macroblock types named 

P_8x8 and P_8x8ref0, each partition of 8×8 luminance samples can be further divided 

into smaller blocks: 8×4, 4×8 and 4×4 luminance samples. As a result, macroblock can 

be divided in 259 ways. The idea of dividing the macroblock into partitions is given in 

Fig. 4.1.  

 

partitions

macroblock
 (16×16 luminance samples)

 

Fig. 4.1. Partitioning of macroblock in AVC/H.264 video coder. 

 

Motion vectors and reference frame indices for all blocks can be inferred using 

adjacent motion vectors or explicitly transmitted in a bitstream. 

In order to efficiently represent motion vectors in advanced hybrid video coders, 

some assumptions have to be made regarding the nature of motion field. When the 

minimum size of predicted block is 4×4 luma samples, it is assumed that in pictures 

coded with motion-compensated prediction, motion vector and index of reference frame 

are assigned to each 4×4 luma block, regardless the block prediction mode and partition 

size. Furthermore, in pictures coded using bidirectional prediction, two motion vectors 

and two indices of reference frames are assigned to each 4×4 luma block. It allows for 

uniform referencing to the motion information for all blocks, regardless of adjacent 

blocks size and prediction modes. An example of motion vector assignment is given in 

Fig 4.2. 
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fragment 
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and motion vectors
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motion field  

 

Fig. 4.2. Motion vector assignment in a fragment of frame 32 from sequence  Mobile 

176×144 in AVC/H.264 video codec.  

 

When motion vector field is defined over the whole picture area (a motion vector is 

assigned to each block), motion vectors can be efficiently represented using mechanism 

of spatial prediction and differential coding.  

In the most advanced video codecs, component-wise prediction of motion vectors is 

performed. In the following section, motion vector prediction scheme that is used in 

AVC/H.264 video codec is described. Another state-of-the-art video codec 

VC-1 uses similar, median-based methods of motion vector prediction as well. 

In filtering of vector-valued signals, usually better properties are achieved when 

vector median filtering is performed [Ast90, Arg91]. Therefore, alternative, original 

scheme of motion vectors prediction has been proposed and tested in Section 4.3. In the 

proposed method, vector median has been used instead of component-wise median. The 

prediction efficiency of the original proposal against the existing technique has been 

experimentally compared. The experiments should show whether vector-based approach 

to prediction of motion vector is better than component-wise approach. The results are 

presented in Section 4.3.2.  

In Section 4.4, entropy coding of motion vector prediction residuals in AVC/H.264 

codec is described. Two alternative methods are presented. An comparison of efficiency 

of adaptive arithmetic coder CABAC against variable length coding using Exp-Golomb 

codes is performed in Section 4.4.3. 

The experiments described in this section should give the answer for the question 

how efficient are the existing techniques of motion vectors prediction and motion 

vectors coding. The proposals of improving the techniques of motion vectors coding in 
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the case of multiresolution representation of video sequence, which are presented in the 

following chapters, base on the results and conclusions obtained in this chapter.  

 

 

4.2. Component-wise prediction 

 

Very complex and sophisticated motion model is used in AVC/H.264 [ISO06], VC-1 

[SMP05] and AVS [AVS06] video coding algorithms,. However, in AVC/H.264 video 

codec the most advanced motion model has been incorporated. Therefore, a 

representation of motion vectors in AVC/H.264 has been described precisely in this 

dissertation. In both: VC-1 and AVS codecs prediction of motion vectors is somewhat 

simpler. 

Two motion vector prediction schemes are defined in AVC/H.264: directional 

prediction and median prediction. Directional prediction is utilized when macroblock is 

divided into two rectangular partitions of 16×8 or 8×16 luma samples. Otherwise median 

prediction scheme is used. 

 

4.2.1. Median prediction of motion vectors 

 

The scheme of median prediction of motion vectors is used for all sizes of partitions 

in AVC/H.264 except the rectangular partitions of 16×8 and 8×16 luminance samples, as 

described in preceding section. The scheme is also partially utilized during inferring 

motion information in special modes of macroblock prediction, when no other motion 

data is sent (SKIP and DIRECT modes). 

Median prediction is performed in four steps (see Fig. 4.3. for marking of blocks): 

• when block C is not available, it is replaced by block D for further operations, 

• when any of the neighboring blocks A, B or C is intra coded or does not use motion 

compensated prediction from the same temporal direction (backward or forward)  as 

current block, it is assumed that it uses abstract, not-existing, reference picture for 

prediction, 

• when the only available neighboring block is block A, its motion vector is directly 

taken as a prediction and the prediction is finished, 
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• otherwise, when there is one and only block (among A, B and C) that uses the same 

reference frame as current partition, its motion vector is directly taken as a prediction 

and the prediction is finished, 

• otherwise, scalar median filtering of the motion vector components of blocks A, B 

and C is performed and the result is taken as the predicted motion vector. 

 

B
A

CD B
A

CD B
A

CD

- blocks used for motion vector prediction
- 16x16,  8x4 and 4x8 partitions  

 

Fig. 4.3. Blocks used for motion vector prediction when median motion vector 

prediction is performed for various sizes of partition. 

 

Tab. 4.2. The result of motion vector prediction, depending on availability of a 

adjacent macroblock and reference frame used in inter-frame prediction. 

 

adjacent block 
A B C D 

predicted 
motion vector 

a b,x b,x b,x A 
b,x a b,x b,x B 
b,x b,x a  C 
b,x b,x x a D 
a a x a med(A,B,D) 

otherwise med(A,B,C) 
a – available (the same reference frame), 
b – available (different reference frame or intra coded), 
x – unavailable, 
when block is unavailable or intra coded, both motion vector components are equal to 0. 

 

In Tab. 4.2 possible predictors for the current motion vectors are shown, depending 

on availability and reference picture, which is used in inter-frame prediction. 

After prediction, residual values of motion vectors component are entropy coded in 

the bitstream. 

 

 

 



 98 

4.2.2. Directional predictions of motion vectors 

 

Motion-compensated prediction using rectangular blocks of 16×8 and 8×16 is 

designed in AVC/H.264 exclusively for efficient representation of motion in the case of 

directional displacements within a macroblock. First-order, directional motion vector 

prediction is used in this case. Blocks used during prediction are shown in Fig. 4.4.  

In the 16×8 mode (horizontal motion within macroblock) motion vector for top 

partition is predicted from top neighbor (B in Fig. 4.4). Motion vector for bottom 

partition is predicted from left neighbor (A on Fig. 4.4); that is because the bottom 

neighbor of current macroblock is not available for prediction yet, as it has not been 

decoded so far.  

In 8×16 mode (vertical motion within macroblock) motion vector for left partition is 

predicted from left direction, using its left neighboring block (C in Fig. 4.4). Motion 

vector for right partition is predicted from its up-right neighbor (D in Fig. 4.4). Right 

neighbor of the right partition has not been decoded so far, thus it can not be used for 

prediction.  

 

C
DB

A

- blocks used for motion vector prediction
- 8x16 and 16x8 partitions  

 

Fig. 4.4. Directional prediction of motion vectors in 16×8 and 8×16 macroblock 

partitioning modes. 

 
The directional methods of prediction in 16×8 and 8×16 partitions are used only 

when adjacent macroblocks are available and use the same reference frame for motion 

compensated prediction. A macroblock is available when it exists in the same slice of 

macroblocks and is not outside the boundary of coded frame. 

When any of the neighboring blocks used normally for prediction is not available or 

uses different reference frame, median prediction is performed, which is described in the 

following section. 
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4.2.3. Component-wise motion vector prediction – experimental results 

 

In order to examine the actual efficiency of motion vectors prediction in AVC/H.264 

video codec, a series of experiments have been carried out by the author of this 

dissertation. The goal of experiments was to research the actual efficiency of motion 

vectors encoding in AVC/H.264 video codec in order to develop improvements in the 

advanced encoding scheme. The efficiency of prediction of motion vectors have been 

tested for several test sequences. 

Average residual component of motion vector have been measured and histograms 

of residual values have been constructed in order to estimate the performance of 

prediction scheme. Tests were performed for various video sequences and various spatial 

resolutions. The following sequences were tested: Ice, City, Foreman, Football, Mobile 

and Bus. Two resolutions have been taken into consideration: 4CIF (704×576), and CIF 

(352×288).  

In the next sections, the following symbols have been used in the tables and in the 

figures:  

mv∆  – average module of residual of motion vector component, given in 

units of ¼-samples, 

γ  – percentage of the given value of motion vector residual in overall 

bitstream, 

B – bitrate. 

 

4.2.3.1. Average absolute values of motion vector prediction residuals 

in 4CIF video sequences 

 

In Tab. 4.3 average absolute values of motion vector prediction residuals in 4CIF test 

sequences Ice and City for 3 different bitrate are shown. In Fig. 4.5, a histogram with 

residuals of motion vectors components is presented for City sequence. Experiments 

were performed using AVC/H.264 reference software version 7.3 [ISO06a]. The 

following parameters have been set in the configuration file of the encoder for 4CIF 

sequences: 

– period between I frames: 100, 

– group of pictures: I-P-P-P, 
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– number of reference frames: 2, 

– entropy coding: CABAC, 

– range of motion estimation +/- 64 samples (full-pel units), 

– range of bitrate: 700 kbps – 3000 kbps. 

 

Tab. 4.3. Average prediction error module for motion vector components  

in Ice and City sequences (704×576, IPPP), AVC/H.264 video codec. The residuals are 

given in the units of ¼-sample. 

 

bitrate 
(kbps) 

PSNR 
(dB) 

mv∆  
motion vectors with mv∆  > 10 

(%) 

758.5 34.54 1.644 4.1 
1537.8 38.18 2.594 6.5 

C
IT

Y
 

3164.5 41.48 4.017 10.5 
761.8 42.39 3.392 8.3 
1562.0 45.64 4.849 11.8 IC

E
  

3082.0 48.4 6.001 14.6 
 

 

Fig. 4.5. Histogram of motion vector prediction residuals for various bitrate  

in City sequence (704×576, IPPP), AVC/H.264 video codec.  

The residuals are given in the units of ¼-sample. 
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Experiments performed for 4CIF video sequences Ice and City revealed high 

efficiency of motion vector prediction used in AVC/H.264 video codec. Especially for 

low bitrates (Tab. 4.3), the percentage of low values of motion vector prediction 

residuals is significant. As an example, histogram in Fig. 4.5 depicts the impact of target 

bitrate on the motion vector prediction residuals in City sequence. 

 

4.2.3.2. Average absolute values of motion vector prediction residuals 

in CIF video sequences (P-frames) 

 

In Fig. 4.6-4.9 histograms of motion vector prediction residuals for P- frames have 

been presented. The experiments have been performed by the author for CIF sequences 

Mobile, Bus, Football and Foreman. Experiments were performed using SVC reference 

software version 4.0 [ISO06b]. The codec was setup to produce non-scalable, 

AVC/H.264-compliant bitstream. The following parameters have been set in the 

configuration file of the encoder for CIF sequences: 

– period between I frames: 100, 

– group of pictures: I-B-P-B, 

– number of reference frames: 2, 

– entropy coding: CABAC, 

– range of motion estimation +/- 64 samples (full-pel units), 

– range of quantization parameter QP: 31-39. 
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Fig. 4.6. Histogram of motion vector prediction residuals in P-frames for various values 

of quantization parameter in Mobile sequence (352×288, IBPBP), AVC/H.264 video 

codec. The residuals are given in the units of ¼-sample. 

 

 

Fig. 4.7. Histogram of motion vector prediction residuals in P-frames for various values 

of quantization parameter in Bus sequence (352×288, IBPBP), AVC/H.264 video codec. 

The residuals are given in the units of ¼-sample. 
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Fig. 4.8. Histogram of motion vector prediction residuals in P-frames for various values 

of quantization parameter in Football sequence (352×288, IBPBP), AVC/H.264 video 

codec. The residuals are given in the units of ¼-sample. 

 

 

Fig. 4.9. Histogram of motion vector prediction residuals in P-frames for various values 

of quantization parameter in Foreman sequence (352×288, IBPBP), AVC/H.264 video 

codec. The residuals are given in the units of ¼-sample. 
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codec. However, comparing  with the results obtained for 4CIF sequences, there have 

been observed lower differences between the values of motion vector residuals for low 

and high bitrates (high and low values of quantization parameter QP, respectively). 

 

4.2.3.3. Average absolute values of motion vector prediction residuals 

in CIF video sequences (B-frames) 

 

In Fig. 4.10-4.13 histograms of motion vector prediction residuals for B- frames 

have been presented. Experiments have been performed for CIF sequences Mobile, Bus, 

Football and Foreman. The experiments were performed using SVC reference software 

version 4.0 [ISO06b]. The codec was setup to produce non-scalable, AVC/H.264-

compliant bitstream. The following parameters have been set in the configuration file of 

the encoder for CIF sequences: 

– period between I frames: 100, 

– group of pictures: I-B-P-B, 

– number of reference frames: 2, 

– entropy coding: CABAC, 

– range of motion estimation +/- 64 samples (full-pel units), 

– range of quantization parameter QP: 31-39. 

 

Fig. 4.10. Histogram of motion vector prediction residuals in B-frames for 

various values of quantization parameter in Mobile sequence (352×288, IBPBP), 

AVC/H.264 video codec. The residuals are given in the units of ¼-sample. 
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Fig. 4.11. Histogram of motion vector prediction residuals in B-frames for various 

values of quantization parameter in Bus sequence (352×288, IBPBP), AVC/H.264 video 

codec. The residuals are given in the units of ¼-sample. 

 

 

Fig. 4.12. Histogram of motion vector prediction residuals in B-frames for various 

values of quantization parameter in Football sequence (352×288, IBPBP), AVC/H.264 

video codec. The residuals are given in the units of ¼-sample. 
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Fig. 4.13. Histogram of motion vector prediction residuals in B-frames for various 

values of quantization parameter in Foreman sequence (352×288, IBPBP), AVC/H.264 

video codec. The residuals are given in the units of ¼-sample. 

 

The values of motion vector prediction residual in B-frames are quite similar to the 

values obtained in P-frames (Section 4.2.3.2). In sequences with smooth motion (Mobile 

and Bus) median prediction performs slightly better in B-frames: there are more motion 

vector residuals with lower values in B-frames than in P-frames (compare Fig. 4.6 vs. 

Fig 4.10 and Fig. 4.7 vs. Fig.4.11). 
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thus the residual values are very efficiently represented in the bitstream.  
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up to 4.017 and 6.001 respectively. That is because the rate-distortions criterion of video 

encoding allows for more bits to be allocated for motion vectors.  

In the case of video sequences with CIF resolution, the percent of zero motion vector 

prediction errors in P-frames vary from 38% (in Football) up to 55% (in Mobile). 

Moreover, in B-frames, the percent of zero motion vector prediction errors reaches 70% 

(in Mobile). It means that the motion vector field in B-frames is smoother than that 

estimated in P-frames, especially for video sequences that contain smooth motion. 

Nevertheless, both in P- and B-frames the percent of residual values of motion vector 

equal to 0 is relatively high. 

Median prediction of motion vectors performs best in video sequences with slow and 

smooth motion like Mobile and City. The percent of zero-valued components of motion 

vectors is the highest in such sequences (55%-75%). On the other hand, in video 

sequences with fast or rough motion, like Football or Foreman, the percentage of zero-

valued motion vectors is slightly lower (32%-45%). However, the average prediction 

efficiency is still very high, even when fast motion occurs in a sequence. 

Since the low values of motion vector residuals are represented very efficiently in 

the bitstream (as described in the following section), the obtained results of motion 

vector prediction significantly reduces the total number of bits needed in order to encode 

motion vectors. 

On the other hand, the results presented in this chapter prove that there is only small 

room for improvements of existing methods of motion vectors prediction. In order to 

improve the efficiency of encoding of motion vectors, new methods of motion vector 

prediction should even more minimize the prediction residual. The minimization of 

motion vector residual can be obtained by better prediction of motion vectors for the 

cases in which the existing methods produce high values of motion vector residual.  

When multiresolution representation of video sequence is considered, the refinement 

of motion vectors prediction can be achieved by exploiting the motion field from the 

low-resolution video sequence. Such an approach is presented later, in Chapters 6, 7 and 

8. 
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4.3. Vector median prediction 

 

Using the standard, component-wise motion vector prediction, the obtained values of 

prediction residuals are very low. However, usually better filtering properties for vector-

valued signals has vector-based processing. Further considerations, presented in this 

section, regard the author’s proposal of vector-based median prediction of the motion 

vector in non-scalable advanced video codec AVC/H.264. 

Modified methods of motion vector prediction have been proposed and 

implemented. The methods exploit vector median prediction instead of component-wise 

median prediction. Such an approach, although seems quite obvious, has not been yet 

proposed nor described in literature. The proposals exploit norms l1 and l1 in order to 

estimate vector median. 

Experimental comparison of the existing component-wise approach has been 

performed against proposed vector-based approaches. The experimental results of using 

vector median on prediction error in motion vectors coding are presented in Section 

4.3.2. 

 

4.3.1. Median filtering of vector-valued signals 

 

For vector-valued signals, median filtering that is applied separately for each 

component of the vector produces unwanted distortions [Ast90]. A result of the 

component-wise median prediction can be a vector that is not in the set of input vectors. 

A vector median that uses l1 and l2 norms is widely used for eliminating problems with 

component-wise median filtering. 

In image processing median filters perform a nonlinear data smoothing while 

preserving edges unblurred. Median filters have desirable properties for denoising 

signals when the noise characteristic is unknown.  

The median of N scalars xi, i=1,2,…,N is defined as the value xmed such as: 

 

∑∑∧
==

−≤−
N

i
i

N

i
imed

y

xyxx
11

 (4.1) 

 

As the result, xmed is always one of the set xi.  
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The simplest approach to perform median filtering on vector-valued signals is to 

process the individual components independently of each other. However this simple 

method has some drawbacks, for example edge jitter. On the other hand, a result of 

component-wise vector median can be a vector that does not exist in the input data set. 

Another approach for extending the median operation onto vector-valued signals is 

to use vector norm l1 or l2 instead of absolute values operator used in (4.1). Vector 

median of N vectors xi, i=1,2,…,N is then defined as the value xmed such as [Ast90]: 

∑∑∧
===

−≤−
N

i
lxij

N

i
lximed

Ny

xxxx
11,..,1

 (4.2) 

where lx denotes either norm l1 or l2.  

The above vector median filtering has proven to be very efficient in processing of 

vector-valued signals, for example in application of removal of noise [Zhe93, Bar97] or 

deblurring [Arg91] of colour images. Herein, the author’s proposal is to use vector 

median as an alternative approach to component-wise median for motion vectors 

prediction. 

 

4.3.2. Vector median motion vector prediction - experimental results 

 

The goal of the following experiments was to compare efficiency of proposed 

motion vector prediction with vector median against the mostly used component-wise 

median prediction. 

Vector medians with the norms l1 and l2 defined in (4.2) have been implemented and 

used in the spatial motion vectors prediction in AVC/H.264 codec instead of standard 

component-wise median. Three cases were tested: 

– scalar median as defined in AVC/H.264 video coding standard (referred as 

SCALAR in the tables and on the figures), 

– vector median calculated using norm l1 (referred as MED-L1), 

– vector median calculated using norm l2 (referred as MED-L2). 

The experiments have been performed for the CIF sequences Bus, Foreman, 

Football and Mobile. They were performed using SVC reference software version 4.0 

[ISO06b]. The codec was setup to produce non-scalable, AVC/H.264-compliant 

bitstream. The following parameters have been set in the configuration file of the 

encoder: 
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– period between I frames: 64, 

– group of pictures: I-B-P-B-P, 

– number of reference frames: 2, 

– entropy coding: CABAC, 

– range of bitrate: 200 kbps – 1200 kbps. 

For each sequence, the average motion vector prediction error has been measured 

and the average number of bits per motion vector component has been calculated.  

The percentage of the given value of motion vector residual in overall bitstream 

(parameter γ )  is not presented for these experiments, because applied prediction 

schemes had only little impact on its value, thus the differences in diagrams are 

unnoticeable. 

 

4.3.2.1. Bitrate and distortion 

 

In Tables 4.4-4.7, bitrate and PSNR are shown for motion vectors prediction using 

various median filters for sequences Bus, Football, Foreman and Mobile respectively.  

 

Tab. 4.4. Bitrate (kbps) and PSNR (dB) in Bus (352×288, IPPP) sequence using  

various median predictions of motion vector in AVC/H.264 video codec. 

 
 

Tab. 4.5. Bitrate (kbps) and PSNR (dB) in Football (352×288, IPPP) sequence using 

various median predictions of motion vector in AVC/H.264 video codec. 

 

(kbps)/(dB) QP=33 QP=35 QP=37 QP=39 QP=41 

SCALAR 603.7/33.86 475.9/32.64 361.7/31.36 275.5/30.21 213.3/29.14 

MED-L1 604.2/33.86 475.5/32.64 362.5/31.38 276.8/30.21 213.6/29.15 

MED-L2 604.9/33.85 476.2/32.64 362.5/31.38 276.2/30.21 213.7/29.16 

 

(kbps)/(dB) QP=31 QP=33 QP=35 QP=37 QP=38 

SCALAR 764.4/33.81 578.6/32.34 441.5/31.00 327.9/29.56 291.5/29.00 

MED-L1 762.6/33.81 578.6/32.36 441.9/31.01 328.1/29.57 292.5/29.02 

MED-L2 762.5/33.80 578.2/32.35 442.3/31.01 327.4/29.58 291.9/29.01 
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Tab. 4.6. Bitrate (kbps) and PSNR (dB) in Foreman (352×288, IPPP) sequence using 

various median predictions of motion vector in AVC/H.264 video codec. 

 

(kbps)/(dB) QP=25 QP=27 QP=29 QP=31 QP=33 

SCALAR 614.3/39.74 441.5/38.53 330.4/37.39 245.4/36.09 187.2/34.88 

MED-L1 614.8/39.74 442.2/38.54 330.5/37.39 245.6/36.09 185.9/34.88 

MED-L2 615.6/39.74 441.3/38.53 330.8/37.38 244.8/36.08 185.5/34.88 

 

Tab. 4.7. Bitrate (kbps) and PSNR (dB) in Mobile (352×288, IPPP) sequence using 

various median predictions of motion vector in AVC/H.264 video codec. 

 

(kbps)/(dB) QP=32 QP=33 QP=35 QP=37 QP=39 

SCALAR 961.6/32.15 790.6/31.26 559.3/29.82 373.5/28.27 261.8/26.85 

MED-L1 963.1/32.15 790.8/31.26 560.2/29.82 373.9/28.27 262.4/26.85 

MED-L2 962.7/32.15 792.3/31.26 559.2/29.82 373.4/28.27 261.8/26.84 

 
 

The obtained results of overall coding efficiency including achieved bitrate and the 

value of PSNR parameter are very similar for all researched methods of motion vector 

prediction. However, in the following sections, more detailed results of motion vectors 

prediction and motion vectors representation are depicted. 

 
 
4.3.2.2. Average absolute values of components of motion vector residual  

 

The influence of various median predictions on average absolute values of 

components of motion vector residual is given in Fig. 4.14 – Fig. 4.21. In Fig. 4.14-4.17 

the average motion vector component residual is presented for P-frames. In Fig. 4.18-

4.21 the average motion vector component residual is presented for B- frames.  
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Fig. 4.14. Average absolute values of components of motion vector residual for various 

median predictions in P-frames, Bus sequence (352×288, IBPBP), AVC/H.264 video 

codec. The residuals are given in the units of ¼-sample. 

 
Fig. 4.15. Average absolute values of components of motion vector residual for various 

median predictions in P-frames, Football sequence (352×288, IBPBP), AVC/H.264 

video codec. The residuals are given in the units of ¼-sample. 
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Fig. 4.16. Average absolute values of components of motion vector residual for various 

median predictions in P-frames, Foreman sequence (352×288, IBPBP), AVC/H.264 

video codec. The residuals are given in the units of ¼-sample. 

 
Fig. 4.17. Average absolute values of components of motion vector residual for various 

median predictions in P-frames, Mobile sequence (352×288, IBPBP), AVC/H.264 video 

codec. The residuals are given in the units of ¼-sample. 
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Fig. 4.18. Average absolute values of components of motion vector residual for various 

median predictions in B-frames, Bus sequence (352×288, IBPBP), AVC/H.264 video 

codec. The residuals are given in the units of ¼-sample. 

 
Fig. 4.19. Average absolute values of components of motion vector residual for various 

median predictions in B-frames, Football sequence (352×288, IBPBP), AVC/H.264 

video codec. The residuals are given in the units of ¼-sample. 
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Fig. 4.20. Average absolute values of components of motion vector residual for various 

median predictions in B-frames, Foreman sequence (352×288, IBPBP), AVC/H.264 

video codec. The residuals are given in the units of ¼-sample. 

 
Fig. 4.21. Average absolute values of components of motion vector residual for various 

median predictions in B-frames, Mobile sequence (352×288, IBPBP), AVC/H.264 video 

codec. The residuals are given in the units of ¼-sample. 
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Regardless of the applied method of motion vector prediction, achieved average 

absolute values of components of motion vector residual are very similar both in P-

frames and in B-frames. The difference in obtained results between component-wise 

prediction scheme and vector-based prediction scheme is very small. Furthermore, the 

results depend on the video sequence and bitrate. In video sequences with fast and rough 

motion (Football, Foreman) the performance of each researched method is almost the 

same (compare Fig. 4.15, Fig. 4.16, Fig. 4.19 and Fig. 4.20). In such sequences, motion 

vector prediction residual depends more on local roughness of motion field than on the 

motion vector prediction scheme. 

 

4.3.2.3. Average number of bits per motion vector component  

 

The diagrams with average number of bits per motion vector component for vector 

medians and component-wise median prediction has been presented in Fig. 4.22-4.25. 

The number of bits was estimated by accumulating the number of bits written into a 

bitstream after encoding of each component of motion vector for all motion vectors that 

were encoded in the sequence. The obtained value was then divided by the total number 

of encoded motion vector components. 

 
Fig. 4.22. Average number of bits per motion vector component for various median 

predictions, Bus sequence (352×288, IBPBP), AVC/H.264 video codec. The residuals 

are given in the units of ¼-sample. 
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Fig. 4.23. Average number of bits per motion vector component for various median 

predictions, Football sequence (352×288, IBPBP), AVC/H.264 video codec. The 

residuals are given in the units of ¼-sample. 

 
Fig. 4.24. Average number of bits per motion vector component for various median 

predictions, Foreman sequence (352×288, IBPBP), AVC/H.264 video codec. The 

residuals are given in the units of ¼-sample. 
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Fig. 4.25. Average number of bits per motion vector component for various median 

predictions, Mobile sequence (352×288, IBPBP), AVC/H.264 video codec. The 

residuals are given in the units of ¼-sample. 

 

Again, the difference in average number of bits per motion vector component 

between component-wise prediction scheme and vector-based prediction scheme is 

negligible. The obtained values of average number of bits are very similar for all video 

sequences and for all bitrates. 
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used and vector median with norm l1 was used. However, the maximum values of PSNR 

were achieved for vector median with norm l2, so the experimental results are 

ambiguous. 

On the other hand, calculations of vector medians are somewhat more complicated 

than the component-wise median. In Tab. 4.8, the number of operations for component-

wise median and vector medians is showed. 

 

Tab. 4.8. Number of operations depending on median type for two-dimensional vector. 

 
component-wise 

median 

vector median, 

using l1 norm 

vector median, 

using l2 norm 

comparison 2 or 3 2 or 3 2 or 3 

adding 0 6 6 

multiplying 0 0 6 

total operations 2 or 3 8 or 9 14 or 15 

 

Replacing the component-wise median by vector median in the module of motion 

vectors prediction in AVC/H.264 codec has not brought expected improvements. Using 

the vector median for prediction of motion vectors in hybrid video coders introduces 

additional operations and does not result in increasing prediction nor compression 

efficiency. 

 

4.4. Entropy coding of motion vectors  

 

After prediction, motion vector residuals are entropy coded in order to minimize the 

number of bits needed to represent residual values. Entropy coding exploits the fact that 

some values are more probable than others, thus can be represented using fewer number 

of bits [Sal98, Say00, Ohm04]. 

Usually, variable length coding is used in order to represent motion vectors. Since 

lower values of motion vectors happen more often, statistical properties of residual data 

are used during preparation of codebooks. The examples of entropy coding of motion 

vectors have been given in Sections 3.3.2 and 3.3.3 in the previous chapter.  

In AVC/H.264 video coding, there are two alternative methods of entropy coding: 

coding that uses Universal Variable-Length Codes (UVLC) and Context-Adaptive 
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Binary Arithmetic Coding (CABAC). In UVLC mode Exp-Golomb (Exponential 

Golomb) codes are used in order to represent motion vector residuals. In the latter one, 

more sophisticated mode CABAC, adaptive binary arithmetic coder is used in order to 

represent motion vector residuals. 

Exp-Golomb codes are also used in order to represent motion vector residuals in 

AVS video coding [AVS06]. They are used in exactly the same manner as in UVLC 

entropy coding mode of AVC/H.264 coding algorithm [Di03, Fan04]. 

On the other hand, in another advanced video coding algorithm VC-1, both 

components of motion vector, as well as the flag indicating the presence of transform 

coefficients are coded together using single syntax element (MVDATA or 

BLKMVDATA). They are represented in a bitstream by a variable length codeword 

followed by two fixed length codewords [SMP05]. The value of variable size code 

determines the length of the following fixed length codewords. Tables with variable size 

codewords were determined empirically [Rib03]. The codewords are specified using 4 

tables. Given table used in order to decode motion vector is chosen independently for 

each video frame. As a result, entropy coding in VC-1 codec is quite similar to that used 

in MPEG-2 standard, which has been shortly discussed in Section 3.3.2. 

In the following sections entropy coding of motion vectors in AVC/H.264 is 

described in more detail. 

 

4.4.1. Coding of motion vectors using Exp-Golomb codes   

 

Exp-Golomb codes [Teu78] are variable length codes. The number of codewords, 

thus the ability to represent the coded values, grows exponentially with the length of the 

code [Wen97, Di03]. The Exp-Golomb codes are constructed regularly, in the following 

way: 

 

43421321
M

M

M

xx 01 ..10..0 −  (4.3) 

 

The leading zeros and the first ‘1’ can be regarded as “prefix” of the codeword. The 

following M bits encode the actual value and can be regarded as “suffix” of the 

codeword, thus the entire codeword consist of 2M+1 symbols. A special case is the first 
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codeword of the codebook that has no leading prefix and no trailing suffix, it consist of 

just a single ‘1’ symbol.  

Exp-Golomb codes are decoded from a bitstream by the detection of a sequence of M 

zeros followed by symbol “1”. M+1 bits of the prefix are discarded and M bits of the 

suffix are combined to form the binary value info. Final value val is then calculated in 

the following manner [Ric02a]: 

 

12 −+= infoval M  (4.4) 

 

Motion vector residuals are represented using Exp-Golomb codes with signed-

mapping scheme [Di03, ISO06]. Decoded value of the given codeword (val) is mapped 

in order to form the signed value of residual (res) according to the following rule: 
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The examples of Exp-Golomb codes and their mapping onto signed values are given in 

Tab. 4.9. 

 

Tab. 4.9. Examples of Exp-Golomb codewords and their mapping onto signed values. 

First 9 codewords are given. 

 

codeword value val signed-mapped 

value res 

1 

010 

011 

00100 

00101 

00110 

00111 

0001000 

0001001 

… 

0 

1 

2 

3 

4 

5 

6 

7 

8 

… 

0 

1 

-1 

2 

-2 

3 

-3 

4 

-4 

… 
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The length n of the Exp-Golomb codeword increases logarithmically with the value res 

of motion vector residual. The following formula for n has been derived by the author 

[Lan06d]: 
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n  (4.6) 

where: 

n – the length of the Exp-Golomb codeword, 

res – residual value of the motion vector component. 

 

4.4.2. Coding of motion vectors using CABAC   

 

Context-Adaptive Binary Arithmetic Coding [Mar01, Mar01a] is the most advanced 

entropy coding technique used in the video coding. It has been developed exclusively for 

AVC/H.264 codec [Wie03]. CABAC uses binary arithmetic coding engine [Wit87, 

Hel96, Say00] together with a scheme of adaptation to the local values of coded syntax 

elements [Sal98]. The following mechanisms are used in order to compress the input 

values: 

• binarization of the input syntax elements, 

• context modeling, 

• binary arithmetic coding. 

 

The generic block diagram in Fig. 4.26 shows the scheme of encoding residual values of 

motion vectors using CABAC [Mar03]. 

 

binarization
motion vector

residual
context 

modeling
binary 

arithmetic coding bitstream
binary
string

binary value,
context model

buffer

 

 

Fig. 4.26. Block diagram of motion vector residual encoding using CABAC entropy 

coder in AVC/H.264. 
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In the binarization block, residuals of motion vectors components are converted into 

strings of binary symbols using unary k-th order Exp-Golomb (UEGk) binarization 

scheme [Mar01, ISO06].  The probability of occurrence of given binary symbol in the 

string is estimated in context modeler, based on previously encoded values of motion 

vector residuals. The results of modeling of the context are input to the binary arithmetic 

coder and they are represented in the bitstream. The output of arithmetic encoder updates 

the context modeler in order to match the local probability of occurrence of given value 

of motion vector residuals. 

CABAC allows for significant improvement of coding efficiency in AVC/H.264. It 

has been reported that for typical video material used in broadcast application, average 

bitrate savings for overall bitstream are 9%-14% as compared with entropy coding using 

UVLC codes [Mar03]. 

 

4.4.3. Comparison of Exp-Golomb coding against CABAC coding of 

motion vectors - experimental results   

 

In CABAC it is impossible to estimate a priori the number of bits needed to encode 

given values of motion vector residuals due to the arithmetic coding with adaptation 

mechanism. Experimental tests have been performed by the author in order to compare 

Exp-Golomb coding against CABAC coding of motion vector residuals. 

The number of bits written into the bitstream has been measured in AVC/H.264 

video coder after coding of each motion vector component residual with the given value. 

The final result was obtained by averaging the number of bits for specific value of 

residual component over all motion vectors component written in the bitstream. 

The tests have been performed for the CIF sequences Bus, Foreman, Football and 

Mobile. Experiments were performed using SVC reference software version 4.0 

[ISO06b]. The codec was setup to produce non-scalable, AVC/H.264-compliant 

bitstream. The following parameters have been set in the configuration file of the 

encoder: 

– period between I frames: 64, 

– group of pictures: I-B-P-B-P, 

– number of reference frames: 3, 

– entropy coding: CABAC, 
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– range of quantization parameter QP: 25-41. 

In Fig. 4.27 – 4.30 the graphs show the average number of bits used for encoding the 

given values of motion vector residuals in sequences Bus, Foreman, Mobile and 

Football respectively.  

The number of bits used for representation of the motion vector residuals has been 

also measured separately for each frame types: P-frames and B-frames. The example 

results for Football sequence are showed in Fig. 4.31 (for P-frames) and in Fig. 4.32 (for 

B-frames). 

 

 

 

Fig. 4.27.  Number of bits for residual motion vector component. Comparison of Exp-

Golomb codes against CABAC entropy coding in Bus sequence (352×288, IBPBP), 

AVC/H.264 video codec. The residuals are given in the units of ¼-sample. 
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Fig. 4.28.  Number of bits for residual motion vector component. Comparison of Exp-

Golomb codes against CABAC entropy coding in Foreman sequence (352×288, 

IBPBP), AVC/H.264 video codec. The residuals are given in the units of ¼-sample. 

 

Fig. 4.29.  Number of bits for residual motion vector component. Comparison of Exp-

Golomb codes against CABAC entropy coding in Mobile sequence (352×288, IBPBP), 

AVC/H.264 video codec. The residuals are given in the units of ¼-sample. 
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Fig. 4.30.  Number of bits for residual motion vector component. Comparison of Exp-

Golomb codes against CABAC entropy coding in Football sequence (352×288, IBPBP), 

AVC/H.264 video codec. The residuals are given in the units of ¼-sample. 

 

Fig. 4.31.  Number of bits for residual motion vector component in P-frames. Comparison 

of Exp-Golomb codes against CABAC entropy coding in Football sequence (352×288, 

IBPBP), AVC/H.264 video codec. The residuals are given in the units of ¼-sample. 
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Fig. 4.32.  Number of bits for residual motion vector component in B-frames. Comparison 

of Exp-Golomb codes against CABAC entropy coding in Football sequence (352×288, 

IBPBP), AVC/H.264 video codec. The residuals are given in the units of ¼-sample. 

 

In Tab 4.10 the average differences between the length of the codeword using Exp-

Golomb coding and the length of the codeword using CABAC for corresponding values 

of motion vector residuals are shown. The differences are calculated according to the 

following equation: 
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where: 

R – the range of considered motion vector residuals, 

CABAC∆  – the average difference between lengths of codewords, 

lCABAC, i – the length of codeword using CABAC entropy coding, for 

residual value of motion vector equal i. The length is averaged for 

5 different bitrates, 

lExp-Golomb, i – the length of Exp-Golomb codeword for residual value of motion 

vector equal i. 
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Positive values of CABAC∆  mean shorter length of codeword for Exp-Golomb codes, 

while negative values mean shorter length of codeword for CABAC. Values of motion 

vector residuals were limited to the range <-99,99> in the units of ¼-sample (R=99). 

 

Tab. 4.10. Average difference between length of the codeword using CABAC and length 

of the codeword using Exp-Golomb coding for corresponding values of motion vector 

residuals.  

 

Video sequence CABAC∆  

Bus -1.166 

Football -1.689 

Foreman -0.850 

Mobile 0.507 

 

 

 

4.4.4. Comparison of Exp-Golomb coding against CABAC coding of 

motion vectors - conclusions   

 

The efficiency of coding of motion vectors using CABAC in AVC/H.264 has been 

tested. In video sequences Foreman, Football and Bus Context-Adaptive Arithmetic 

Coding outperforms Exp-Golomb coding. However, in Mobile video sequence, Exp-

Golomb coding produces shorter codewords on average for motion vector residuals. 

The biggest gain of CABAC has been achieved in Football video sequence – the 

average length of codewords for motion vector residuals is almost two bit shorter on 

average when CABAC was used. On the other hand, in Mobile sequence, the Exp-

Golomb codes outperform CABAC – the average length of codewords for motion vector 

residuals is about 0.5 bit longer when using CABAC. 

Usually CABAC coding produces shorter bit sequence than Exp-Golomb codes for 

larger values of motion vector component residuals (greater than 1.75 in full-pel units in 

Bus sequence, greater than 0.5 in full-pel units in Football and Foreman sequence). The 

maximum gain from using CABAC is achieved in the video sequences with relatively 

fast motion (Football and Bus). However, Mobile sequence, where the motion is rather 
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smooth and slow, the Exp-Golomb coding of motion vectors seems to be more efficient 

than CABAC. 

There is no noticeable difference in the efficiency of CABAC in P- and B-frames. In 

all the test sequences, the average length of codeword in P- and B-frames is quite similar 

as depicted in Fig. 4.31 and Fig. 4.32. 

The experimental results prove that in video sequences with fast motion and rough 

motion field like Football, it is profitable to use adaptive arithmetic coding. In the 

sequence with very slow motion and smooth motion field, Exp-Golomb coding gives 

shorter length of the codeword on average. On the other hand, in such sequences, motion 

vector data is the minor part of the overall bitrate [Lan03a] and transform coefficients 

form the majority of the overall bitstream. Additionally, median prediction described in 

Section 4.2, performs more efficiently in the sequences with slow motion, therefore the 

residual values of motion vectors are lower. 

Exp-Golomb codes are matched with the motion vector residuals with exponential 

distribution. This exponential distribution better approximates the distribution of motion 

vector residuals in the video sequence with smooth motion vector field [Lan03, Lan03a]. 

Therefore, a possible reason for better performance of CABAC in the sequences with 

rough motion field is poor matching of standard Exp-Golomb codewords with the 

distribution of motion vector residuals.  

On the other hand, CABAC has the ability to adapt to the local distribution of motion 

vector field. It allows for more efficient encoding of rough motion vector residuals. 

However, in the case when there is few motion data in a bitstream (video sequences with 

smooth motion), CABAC engine better matches transform coefficients distribution than 

motion vector residuals distribution, thus its efficiency of motion vectors encoding 

decreases.  

In three on four tested video sequences, CABAC has definitely outperformed Exp-

Golomb codes in coding of motion vectors. Although CABAC coding is more complex 

and requires additional computational power, it is undoubtedly a very efficient tool for 

entropy coding of motion vector residuals.  
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4.5. Summary 

 

In this chapter the techniques of motion vectors coding used in advanced video 

codecs have been described with a special emphasis on the techniques utilized in 

AVC/H.264 video coding algorithm.  

The methods of motion vectors prediction have been described in Section 4.2. The 

efficiency of motion vector prediction in non-scalable codec for various resolutions and 

various content of video sequence has been experimentally verified. Median prediction 

scheme is very efficient and produces very low prediction residuals (30%-75% of 

residual motion vector components encoded in a bitstream have value of 0). The 

efficiency of median prediction is extremely good, especially in sequences with slow 

and smooth motion. 

However, motion vectors prediction using vector median, which was proposed by 

the author in Section 4.3, has not improved the efficiency of motion vectors coding.  

The methods of entropy coding used in AVC/H.264 have been described in Section 

4.4. The experimental comparison of coding performance using Exp-Golomb codes 

against context-adaptive arithmetic coding (CABAC) has been presented. CABAC 

proved to be definitely more efficient in a sequence with fast and rough motion (the 

codeword for single motion vector component is almost 1.7 bit shorter on average when 

CABAC was used in Football video sequence). In sequences with slow motion, Exp-

Golomb coding of motion vectors seems to be a little more efficient than CABAC 

(CABAC codeword for single motion vector component is about 0.5 bit longer on 

average in Mobile video sequence).  

The experiments presented in this chapter prove that the overall performance of 

motion vectors coding in advanced video codec is very efficient and there is just small 

room for further improvements of the existing techniques.  

However, in the following chapter, motion vector fields in multiresolution 

representation of video sequence are considered. An analysis of these multiresolution 

motion vector fields should answer the question about possible similarities of motion 

vectors estimated for various resolutions of the video sequence. These correlations could 

be used in order to improve motion vectors coding in scalable video codec. 
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Chapter 5. 

Multiresolution motion fields  
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5.1. A problem of multiresolution motion representation 

 

In order to produce scalable bitstream that represents video sequence with many 

spatial resolutions, encoder performs motion estimation in each layer for the given 

spatial resolution of the input video sequence. Obtained motion fields may differ at each 

stage of spatial decomposition because of block-based motion estimation in each layer 

and the given rate-distortion criterion of macroblocks encoding. 

Scalable hybrid video encoder produces motion vector fields for each spatial 

resolution of a sequence, as depicted in Fig. 5.1. Motion vectors for different resolutions 

have to be encoded in the bitstream.  

 

high resolution
coder

layer bitstreamN 

input video

intermediate
resolution coder

low resolution
coder

spatial/temporal
decimation

spatial/temporal
decimation

spatial/temporal
interpolation

spatial/temporal
interpolation

layer 1 bitstream

layer  bitstreamN-1

motion vectors

transform coefficients

motion vectors

transform coefficients

motion vectors

transform coefficients

 

 

Fig. 5.1. Multiresolution video coding using pyramid of video coders. 

 

The problem of multiresolution motion vector representation includes motion 

estimation and motion vectors encoding. Motion vectors calculated in each layer of 

scalable video coder may be estimated and represented as follows: 

• independently estimated and independently represented, 

• independently estimated and jointly represented, 

• jointly estimated and independently represented, 
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• jointly estimated and jointly represented. 

On the one hand, the best efficiency assures independent motion estimation for each 

resolution of the video sequence. However, existing correlations between motion vectors 

estimated for various resolutions, encourage to involve some techniques of joint 

encoding of motion vectors. Exploiting a motion vector from low-resolution layer during 

coding of motion vectors from high-resolution layer can possibly improve the efficiency 

of overall video compression. 

The problem of estimation and representation of motion vectors regards hybrid 

DCT-based video coders as well as wavelet-based video coders. In both techniques of 

video coding, motion-compensated prediction requires motion field to be estimated and 

represented in a quite similar manner.  

 

5.2. Multiresolution motion estimation in scalable video coding 

 

When simulcast coding is used, motion vectors for each resolution of the video 

sequence are estimated and encoded independently [Gu99]. On the other hand, the 

technique of joint motion estimation for many layers of scalable video codec has been 

proposed [Con97]. Moreover, motion vectors estimated simultaneously for various 

spatial resolutions of video sequence can be encoded jointly in the bitstream [Lan03, 

Bar04a].  

In pyramid coding scheme (Fig. 5.1) with joint motion estimation, motion can be 

estimated using coarse-to-fine or fine-to-coarse strategy. In coarse-to-fine approach, 

motion is first estimated at the coarsest level of resolution. The result of coarse-level 

estimation is then used as the initial estimate for the motion at a higher level. This 

scheme repeats until motion field for the highest resolution is obtained [Kar04]. 

Refinements of motion vectors are coded and transmitted for each level of the spatial 

resolution of a video sequence [Zaf93, Bar04a]. In coarse-to-fine approach good 

prediction is obtained at the coarsest resolution, but suboptimal motion estimation is 

performed for finer resolutions. 

In fine-to-coarse strategy, in the first step motion is estimated for the highest spatial 

resolution. Obtained motion vectors are then scaled to coarser resolutions [Che01].  

Therefore, accurate motion field is obtained for the high resolution video, while 

suboptimal motion vectors are estimated for lower resolutions. 
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Another technique of motion estimation in multiresolution video coding is 

independent estimation of motion vectors at each spatial resolution using rate-distortions 

criteria [Nav95, Con97, Bła04a]. Separate estimation of the motion vectors for each 

spatial resolution does not guarantee inter-resolution correlations. However, implicit 

correlations between multiresolution motion vector fields still exist and can be exploited 

in order to improve coding efficiency [Lan06]. 

In 2004, MPEG organization carried out a subjective comparison of scalable video 

codecs, including wavelet based codecs and scalable hybrid codecs. The best coding 

efficiency proved video encoders with rate-distortion optimization and independent 

motion estimation at each spatial resolution [Bar04, Sch04, Bła04b, Wie04]. Very good 

coding efficiency achieved a codec described in Section 2.4.2, with independent motion 

estimation and joint motion representation in enhancement layers [Bła04b]. 

 

5.3. Correlation of multiresolution motion vectors 

 

In order to represent video sequence with various spatial resolutions using video 

coding with motion-compensated prediction, motion shall be estimated on each stage of 

spatial decimation. In Section 5.1 some observations have been made regarding different 

approaches to multiresolution motion estimation. However, in this chapter, we focus on 

independently estimated fields of motion vectors for different spatial resolutions of the 

same video sequence.  

The goal of the experiments is to measure implicit similarities and correlation 

between motion vectors estimated for different video resolutions.  

In order to produce multiresolution motion vector fields, a scalable video codec has 

been used [Bła04a, Bła04b]. The architecture of the encoder is depicted in Fig. 5.2.  

input video high resolution 
sub-coder
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spatial
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bitstream
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Fig. 5.2. Two-layer scalable video encoder, which has been used in experiments. 
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The encoder consists of two sub-coders with two loops of motion-compensated 

prediction. Motion is independently estimated in each sub-coder. The encoder produces 

a bitstream which represents video sequence with two different spatial resolutions. 

Temporal scalability in each layer is achieved by dropping bi-directionally coded, non-

referenced frames. 

As stated before, in the following experiments, motion vectors are independently 

estimated for each spatial resolution. In order to measure the correlation between 

estimated motion vectors from low resolution video sequence and high resolution video 

sequence, the differential motion vector field has been calculated as follows: 

 

),,(~),,(),,( nyxvmnyxmvnyxmv LHHL −=∆ , for Wx <≤0 , Hy <≤0  (5.1) 

 

where: 

),,( nyxmvHL∆  – differential motion vector at location (x,y) in n-th video frame, 

),,( nyxmvH  – high-resolution motion vector at location (x,y) in n-th video 

frame, 

),,(~ nyxvm L  – interpolated low-resolution motion vector at location (x,y) in n-th 

video frame, 

W,H – width and height of the video sequence in 4×4 block units, 

horizontal and vertical dimensions respectively. 

 

The average value of differential motion vector length is then calculated for each 

frame: 
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where: 

)(nmvHL∆  – average value of differential motion vector length in n-th video 

frame, 

),,( njirefH  – reference frame used for motion-compensated prediction in high-

resolution video sequence at location (i,j) in n-th video frame, 

),,( njirefL  – reference frame used for motion-compensated prediction in low-

resolution video sequence at location (i,j) in n-th video frame. 
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In order to find the smoothness of differential motion field, standard deviation is 

estimated, separately for each video frame, using equation: 
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Additionally, average length of differential motion vector and standard deviation of 

differential motion vector field is calculated for video sequence consisting of N frames: 

∑
−

=

∆=∆
1

0

1 )(
N

k
HLNHL kmvmv  (5.4) 

∑
−

=

=
1

0

1 )(
N

k
NHL kσσ  (5.5) 

 

Another originally proposed parameter for characterizing the similarities of 

multiresolution motion vector fields is mutual matching parameter ηHL. It has been 

defined as follows: 
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Parameter ηHL is in range <0;1>; it describes the percent of mutual matching of the 

motion vectors from high resolution video by motion vectors from low resolution video. 

Motion vectors match mutually, when there exist co-located motion vectors in low-

resolution video and high-resolution video and when they both use the same reference 

frame for motion-compensated prediction. The average mutual matching is calculated 

for the entire video sequence consisting of N frames: 
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5.4. Multiresolution estimation of motion vectors – experimental results 

 

Statistical properties of the motion vectors estimated for different spatial resolutions 

have been researched.  It has been assumed that the measures of similarity between 

motion vector fields are the following parameters: 

 – average length of the difference between corresponding motion vectors for low 

and high spatial resolutions ∆mvHL, 

– standard deviation of the differential motion vector length σHL,  

– originally proposed mutual matching parameter ηHL. 

The average length of the differential motion vector and mutual matching of motion 

fields are the direct measures of multiresolution correlations. Standard deviation of the 

differential motion vector field is the measure of motion field smoothness. 

The experiments have been performed for sequences Bus, Foreman, Football, 

Mobile, City and Crew using SVC reference software version 4.0 [ISO06b]. Motion was 

independently estimated for each resolution and all inter-layer prediction modes were 

disabled. The following parameters have been set in the configuration file of the 

encoder: 

– period between I frames: 96, 

– group of pictures: I-B-P-B-P, 

– number of reference frames: 3, 

– motion vector search range: 96 samples, 

– entropy coding: CABAC, 

– range of motion estimation +/- 64 samples (full-pel units), 

– range of quantization parameter QP: 25-41. 

Correlation of the motion vectors have been calculated for the set of two different 

spatial resolutions: QCIF-CIF (Bus, Foreman, Football and Mobile) and CIF-4CIF (City 

and Crew). 

 

5.4.1. Length of differential motion vectors in P-frames 

 

In this section, results of estimation of differential motion vectors in P-frames are 

presented. In Fig. 5.3-5.6 the average length of differential motion vectors is presented 

for resolutions QCIF-CIF in sequences Bus, Football, Foreman and Mobile. In Fig. 5.7 
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and 5.8 the average length of differential motion vectors is presented for resolutions 

CIF-4CIF in sequences City and Crew. The values of differential motion vector length 

are given in ¼-pel units. 

 

Fig. 5.3. Average length of differential motion vector in P-frames in Bus sequence for 

different quantization parameter Qp. Motion vectors differentials for resolutions 

176×144 and 352×288. Length of motion vector is given in the units of ¼-sample. 

 

Fig. 5.4. Average length of differential motion vector in P-frames in Football sequence 

for different quantization parameter Qp. Motion vectors differentials for resolutions 

176×144 and 352×288. Length of motion vector is given in the units of ¼-sample. 
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Fig. 5.5. Average length of differential motion vector in P-frames in Foreman sequence 

for different quantization parameter Qp. Motion vectors differentials for resolutions 

176×144 and 352×288. Length of motion vector is given in the units of ¼-sample. 

 

 

 

Fig. 5.6. Average length of differential motion vector in P-frames in Mobile sequence for 

different quantization parameter Qp. Motion vectors differentials for resolutions 

176×144 and 352×288. Length of motion vector is given in the units of ¼-sample. 
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Fig. 5.7. Average length of differential motion vector in P-frames in City sequence for 

different quantization parameter Qp. Motion vectors differentials for resolutions 

352×288 and 704×576. Length of motion vector is given in the units of ¼-sample. 

 

 

 

Fig. 5.8. Average length of differential motion vector in P-frames in Crew sequence for 

different quantization parameter Qp. Motion vectors differentials for resolutions 

352×288 and 704×576. Length of motion vector is given in the units of ¼-sample. 
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The length of differential motion vector HLmv∆  varies for all tested sequences. It 

strongly depends on the contents of specific video frames, however, the value of this 

parameter is definitely higher in the sequences with very fast motion like Bus and 

Football. The peak of HLmv∆  in Football sequence (frame number 87, compare 

visualization of motion field in Fig. 5.29) appears in the video frame that contains only a 

fast moving ball over the grassy background. In this case, block matching algorithm of 

motion estimation gives completely different results in each spatial resolution.  

Moreover, in the video sequence that contains rapid global illumination changes 

(Crew), the average differential motion vector is also high, especially in the video 

frames with such global illumination changes (compare peaks in Fig. 5.8 and 

visualization of motion field in Fig. 5.37). 

On the other hand, in sequences with rather slow motion (Mobile, City), the length of 

differential motion vector is low and its value stays almost constant for each video 

frame. 

In most cases, the average length of differential motion vector has been higher for 

video sequences encoded with lower quantization parameter QP. Therefore, the 

conclusion is that multiresolution motion vector fields are more correlated for the video 

sequences encoded with high bitrate and high quality. 

 

5.4.2. Length of differential motion vectors in B-frames 

 

In this section, the results of estimation of differential motion vectors in B-frames are 

presented. In Fig. 5.9-5.12 the average length of differential motion vectors are 

presented for resolutions QCIF-CIF in sequences Bus, Football, Foreman and Mobile. In 

Fig. 5.13 and 5.14 the average length of differential motion vectors is presented for 

resolutions CIF-4CIF in sequences City and Crew. The values of differential motion 

vector length are given in ¼-pel units. 
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Fig. 5.9. Average length of differential motion vector in B-frames in Bus sequence for 

different quantization parameter Qp. Motion vectors differentials for resolutions 

176×144 and 352×288. Length of motion vector is given in the units of ¼-sample. 

 

 

Fig. 5.10. Average length of differential motion vector in B-frames in Football sequence 

for different quantization parameter Qp. Motion vectors differentials for resolutions 

176×144 and 352×288. Length of motion vector is given in the units of ¼-sample. 
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Fig. 5.11. Average length of differential motion vector in B-frames in Foreman 

sequence for different quantization parameter Qp. Motion vectors differentials for 

resolutions 176×144 and 352×288. Length of motion vector is given in the units of ¼-

sample. 

 

 

Fig. 5.12. Average length of differential motion vector in B-frames in Mobile sequence 

for different quantization parameter Qp. Motion vectors differentials for resolutions 

176×144 and 352×288. Length of motion vector is given in the units of ¼-sample. 
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Fig. 5.13. Average length of differential motion vector in B-frames in City sequence for 

different quantization parameter Qp. Motion vectors differentials for resolutions 

352×288 and 704×576. Length of motion vector is given in the units of ¼-sample. 

 

 

Fig. 5.14. Average length of differential motion vector in B-frames in Crew sequence for 

different quantization parameter Qp. Motion vectors differentials for resolutions 

352×288 and 704×576. Length of motion vector is given in the units of ¼-sample. 
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The actual values of length of differential motion vector HLmv∆  are about twice as 

high in P-frames as in B-frames. However, the general trend in variations of HLmv∆  

remains the same for B-frames. Lower values of HLmv∆  mean that multiresolution 

motion vector fields are even more correlated in B-frames than in P-frames.  

 

5.4.3. Standard deviation of the differential motion vector length in P-

frames 

 

In this section the values of standard deviation of differential motion vectors length 

in P-frames are presented. In Fig. 5.15-5.18 the values of standard deviation of 

differential motion vectors length are presented for resolutions QCIF-CIF in sequences 

Bus, Football, Foreman and Mobile. In Fig. 5.19 and 5.20 the values of standard 

deviation of differential motion vectors length are presented for resolutions CIF-4CIF in 

sequences City and Crew. The values are given in ¼-pel units.   

 

 

Fig. 5.15. Standard deviation of differential motion vector length in P-frames in Bus 

sequence for different quantization parameter Qp. Values for resolutions 176×144 and 

352×288, given in the units of ¼-sample. 
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Fig. 5.16. Standard deviation of differential motion vector length in P-frames in Football 

sequence for different quantization parameter Qp. Values for resolutions 176×144 and 

352×288, given in the units of ¼-sample. 

 

 

Fig. 5.17. Standard deviation of differential motion vector length in P-frames in 

Foreman sequence for different quantization parameter Qp. Values for resolutions 

176×144 and 352×288, given in the units of ¼-sample. 
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Fig. 5.18. Standard deviation of differential motion vector length in P-frames in Mobile 

sequence for different quantization parameter Qp. Values for resolutions 176×144 and 

352×288, given in the units of ¼-sample. 

 

 

 

 

Fig. 5.19. Standard deviation of differential motion vector length in P-frames in City 

sequence for different quantization parameter Qp. Values for resolutions 352×288 and 

704×576, given in the units of ¼-sample. 
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Fig. 5.20. Standard deviation of differential motion vector length in P-frames in Crew 

sequence for different quantization parameter Qp. Values for resolutions 352×288 and 

704×576, given in the units of ¼-sample. 
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Bus, Football, Foreman and Mobile. In Fig. 5.25 and 5.26 the values of standard 

deviation of differential motion vectors length are presented for resolutions CIF-4CIF in 

sequences City and Crew. The values are given in ¼-pel units.   

 

Fig. 5.21. Standard deviation of differential motion vector length in B-frames in Bus 

sequence for different quantization parameter Qp. Values for resolutions 176×144 and 

352×288, given in the units of ¼-sample. 

 

Fig. 5.22. Standard deviation of differential motion vector length in B-frames in 

Football sequence for different quantization parameter Qp. Values for resolutions 

176×144 and 352×288, given in the units of ¼-sample. 
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Fig. 5.23. Standard deviation of differential motion vector length in B-frames in 

Foreman sequence for different quantization parameter Qp. Values for resolutions 

176×144 and 352×288, given in the units of ¼-sample. 

 

Fig. 5.24. Standard deviation of differential motion vector length in B-frames in Mobile 

sequence for different quantization parameter Qp. Values for resolutions 176×144 and 

352×288, given in the units of ¼-sample. 

 

 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10

2 12 22 32 42 52 62 72 82 92 102 112 122 132 142
frame

number 

σHL(n) 
 

QP=32 

QP=39 

0 

5 

10

15

20

25

2 12 22 32 42 52 62 72 82 92 102 112 122 132 142
frame

number 

σHL(n) 
 

QP=25 

QP=33 



 152 

 

Fig. 5.25. Standard deviation of differential motion vector length in B-frames in City 

sequence for different quantization parameter Qp. Values for resolutions 352×288 and 

704×576, given in the units of ¼-sample. 

 

 

Fig. 5.26. Standard deviation of differential motion vector length in B-frames in Ice 

sequence for different quantization parameter Qp. Values for resolutions 352×288 and 

704×576, given in the units of ¼-sample. 
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The values of the standard deviation of differential motion vector length in B-frames 

are lower than the corresponding values obtained for P-frames, therefore, the 

multiresolution differential motion vector fields in B-frames are smoother.  

Again, the highest values of the standard deviation have been observed in the 

sequences Football and Crew. The peak value of σHL(n) in B-frames is 182 in Football 

sequence (QP=33, frame 86) and 206 in Crew sequence (QP=40, frame 138). 

 

5.4.5. Average differential motion vector length and average standard 

deviation of the differential motion vector length  

 

In Tab. 5.1-5.4 the average values of differential motion vectors length and standard 

deviation of differential motion vectors length are presented. The values have been 

averaged for the entire video sequence.  

The experimental results for resolutions QCIF-CIF are shown in Tab 5.1-5.4. The 

experimental results for resolutions CIF-4CIF are shown in Tab 5.5 and Tab 5.6. 

 

 

Tab. 5.1. Average values of differential motion vector length and standard deviation of 

differential motion vector length in Bus sequence for different quantization parameter 

Qp. Motion vectors differentials for resolutions 176×144 and 352×288. Values are given 

in the units of ¼-sample. 

 

PSNR (dB) P-frames B-frames 
QP 

176×144 352×288 
HLmv∆  HLσ  

HLmv∆  HLσ  

31 33.48 33.82 10.600 37.577 3.554 11.002 

33 31.93 32.39 10.862 35.928 3.994 12.122 

35 30.50 31.06 12.104 37.848 4.272 11.386 

37 29.02 29.64 13.931 38.659 5.177 11.438 

38 28.43 29.09 15.271 42.652 5.827 11.677 
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Tab. 5.2. Average values of differential motion vector length and standard deviation of 

differential motion vector length in Football sequence for different quantization 

parameter Qp. Motion vectors differentials for resolutions 176×144 and 352×288. Values 

are given in the units of ¼-sample. 

 

PSNR (dB) P-frames B-frames 
QP 

176×144 352×288 
HLmv∆  HLσ  

HLmv∆  HLσ  

33 33.02 33.97 57.186 105.413 20.845 43.857 

35 31.74 32.79 60.323 98.591 20.282 40.445 

37 30.51 31.56 58.464 96.688 19.813 36.819 

39 29.26 30.46 58.212 96.899 17.739 36.343 

41 28.12 29.44 52.957 93.219 15.795 29.738 

 

 

 

 

 

 

Tab. 5.3. Average values of differential motion vector length and standard deviation of 

differential motion vector length in Foreman sequence for different quantization 

parameter Qp. Motion vectors differentials for resolutions 176×144 and 352×288. Values 

are given in the units of ¼-sample. 

 

PSNR (dB) P-frames B-frames 
QP 176×144 352×288 

HLmv∆  HLσ  
HLmv∆  HLσ  

25 39.84 39.78 5.833 16.092 3.230 5.539 

27 38.43 38.59 5.983 14.073 3.436 5.400 

29 37.10 37.44 6.567 15.363 3.651 5.908 

31 35.65 36.19 7.017 15.833 3.746 5.694 

33 34.28 34.99 7.750 16.133 3.682 5.373 
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Tab. 5.4. Average values of differential motion vector length and standard deviation of 

differential motion vector length in Mobile sequence for different quantization parameter 

Qp. Motion vectors differentials for resolutions 176×144 and 352×288. Values are given 

in the units of ¼-sample. 

 

PSNR (dB) P-frames B-frames 
QP 

176×144 352×288 
HLmv∆  HLσ  

HLmv∆  HLσ  

32 34.08 35.45 2.412 8.264 1.343 2.988 

33 33.53 34.98 2.433 8.380 1.431 3.050 

35 32.55 34.21 2.488 8.387 1.463 2.439 

37 31.24 33.08 2.486 7.947 1.516 2.072 

39 30.40 32.38 2.538 7.923 1.617 1.855 

 

 

 

 

 

 

Tab. 5.5. Average values of differential motion vector length and standard deviation of 

differential motion vector length in City sequence for different quantization parameter 

Qp. Motion vectors differentials for resolutions 352×288 and 704×576. Values are given 

in the units of ¼-sample. 

 

PSNR (dB) P-frames B-frames 
QP 352×288 704×576 

HLmv∆  HLσ  
HLmv∆  HLσ  

25 38.45 38.19 5.071 20.986 3.021 10.791 

28 36.19 36.48 5.147 21.276 3.038 10.475 

30 34.69 35.30 5.276 21.205 2.928 9.801 

33 32.50 33.47 5.640 22.925 2.797 8.165 

35 31.20 32.31 5.888 24.085 2.745 6.817 
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Tab. 5.6. Average values of differential motion vector length and standard deviation of 

differential motion vector length in Crew sequence for different quantization parameter 

Qp. Motion vectors differentials for resolutions 352×288 and 704×576. Values are given 

in the units of ¼-sample. 

 

PSNR (dB) P-frames B-frames 
QP 

352×288 704×576 
HLmv∆  HLσ  

HLmv∆  HLσ  

30 36.65 37.06 25.783 73.987 10.260 28.924 

33 34.62 35.60 32.915 87.952 10.752 28.028 

36 32.70 34.12 41.671 103.718 12.548 30.729 

38 31.49 33.18 45.819 106.858 11.565 27.141 

41 29.66 31.60 48.627 108.074 10.474 24.334 

 

 

The comparison of the obtained average values of length of differential motion 

vector HLmv∆  (Sections 5.3.1 and 5.3.2) with the values of the standard deviation of 

length of differential motion vector σHL (Sections 5.3.1 and 5.3.2) leads to conclusion, 

that when motion vectors estimated for a low-resolution video sequence are similar to 

the motion vectors estimated for a high-resolution video sequence, the parameters 

HLmv∆  and σHL have low values. Moreover, usually, more similar motion vector fields 

are those estimated for video sequences containing slow and smooth motion. 

 

5.4.6. Mutual matching of motion vector fields 

 

In Tab. 5.7-5.12 mutual matching of motion vector fields is presented, which is 

characterized by average values of mutual matching parameter, defined in Section 5.2. 

The values have been averaged for entire video sequence. Experimental results for 

resolutions QCIF-CIF are showed in Tab 5.7-5.10. Experimental results for resolutions 

CIF-4CIF are showed in Tab 5.11 and Tab 5.12. 
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Tab. 5.7. Average mutual matching of motion vectors in Bus sequence for different 

quantization parameter Qp. Parameter HLη  estimated for resolutions 176×144 and 

352×288, separately for forward prediction ( FHL,η ) and backward prediction ( BHL,η ). 

 

PSNR (dB) P-frames B-frames 
QP 

176×144 352×288 FHL,η  FHL,η  BHL,η  

31 33.48 33.82 0.956 0.609 0.786 

33 31.93 32.39 0.959 0.561 0.776 

35 30.50 31.06 0.962 0.522 0.776 

37 29.02 29.64 0.965 0.513 0.740 

38 28.43 29.09 0.966 0.509 0.725 

 

 

 

 

Tab. 5.8. Average mutual matching of motion vectors in Football sequence for different 

quantization parameter Qp. Parameter HLη  estimated for resolutions 176×144 and 

352×288, separately for forward prediction ( FHL,η ) and backward prediction ( BHL,η ). 

 

PSNR (dB) P-frames B-frames 
QP 

176×144 352×288 FHL,η  FHL,η  BHL,η  

33 33.48 33.82 0.723 0.551 0.703 

35 31.93 32.39 0.735 0.563 0.693 

37 30.50 31.06 0.751 0.564 0.717 

39 29.02 29.64 0.771 0.593 0.716 

41 28.43 29.09 0.793 0.604 0.721 
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Tab. 5.9. Average mutual matching of motion vectors in Foreman sequence for different 

quantization parameter Qp. Parameter HLη  estimated for resolutions 176×144 and 

352×288, separately for forward prediction ( FHL,η ) and backward prediction ( BHL,η ). 

 

PSNR (dB) P-frames B-frames 
QP 176×144 352×288 FHL,η  FHL,η  BHL,η  

25 33.48 33.82 0.953 0.747 0.799 

27 31.93 32.39 0.958 0.717 0.789 

29 30.50 31.06 0.959 0.708 0.796 

31 29.02 29.64 0.960 0.698 0.801 

33 28.43 29.09 0.961 0.686 0.808 

 

 

 

Tab. 5.10. Average mutual matching of motion vectors in Mobile sequence for different 

quantization parameter Qp. Parameter HLη  estimated for resolutions 176×144 and 

352×288, separately for forward prediction ( FHL,η ) and backward prediction ( BHL,η ). 

 

PSNR (dB) P-frames B-frames 
QP 

176×144 352×288 FHL,η  FHL,η  BHL,η  

32 33.48 33.82 0.998 0.888 0.876 

33 31.93 32.39 0.997 0.870 0.863 

35 30.50 31.06 0.997 0.836 0.823 

37 29.02 29.64 0.998 0.798 0.805 

39 28.43 29.09 0.998 0.753 0.802 
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Tab. 5.11. Average mutual matching of motion vectors in City  sequence for different 

quantization parameter Qp. Parameter HLη  estimated for resolutions 352×288 and 

704×576, separately for forward prediction ( FHL,η ) and backward prediction ( BHL,η ). 

 

PSNR (dB) P-frames B-frames 
QP 352×288 704×576 FHL,η  FHL,η  BHL,η  

25 38.45 38.19 0.982 0.801 0.807 

28 36.19 36.48 0.986 0.738 0.767 

30 34.69 35.30 0.987 0.701 0.764 

33 32.50 33.47 0.988 0.669 0.760 

35 31.20 32.31 0.988 0.661 0.774 

 

 

Tab. 5.12. Average mutual matching of motion vectors in Crew  sequence for different 

quantization parameter Qp. Parameter HLη  estimated for resolutions 352×288 and 

704×576, separately for forward prediction ( FHL,η ) and backward prediction ( BHL,η ). 

 

PSNR (dB) P-frames B-frames 
QP 352×288 704×576 FHL,η  FHL,η  BHL,η  

30 36.65 37.06 0.744 0.590 0.759 

33 34.62 35.60 0.764 0.555 0.766 

36 32.70 34.12 0.781 0.578 0.780 

38 31.49 33.18 0.793 0.612 0.799 

41 29.66 31.60 0.808 0.696 0.838 

 

The parameter HLη  describes how many motion vectors in high-resolution layer have 

their equivalent co-located (matching) motion vectors in low-resolution layer. The 

higher value of mutual matching parameter HLη , the more number of 4×4 blocks in low-

resolution layer have been encoded using the same type of motion-compensated 

prediction and using the same reference frame. 
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The highest values of mutual matching parameter HLη  have been obtained for the 

video sequences where the values of differential motion vector length HLmv∆  as well as 

deviation of differential motion vector length σHL are very low: Mobile and City. In these 

sequences almost 100% of the motion vectors in high-resolution layer have matching 

motion vectors in low resolution-layer for P-frames ( HLη >0.99 for Mobile in P-frames, 

HLη >0.98 for City in P-frames).  

On the other hand, in Football and Crew video sequences, where the values of 

differential motion vector length HLmv∆  and deviation of differential motion vector 

length σHL are definitely higher, the value of mutual matching parameter HLη  is 

relatively low ( HLη <0.8 for Football in P-frames, HLη <0.81 for Crew in P-frames). 

However, still in all cases much more than 50% blocks in low-resolution layer have been 

encoded using the same type of motion-compensated prediction and using the same 

reference frame as corresponding blocks in high resolution layer. 

In all cases, the mutual matching parameter has lower values in B-frames than in P-

frames. This is because there are more prediction modes available in B-frames than in P-

frames. 

 

5.4.7. Visualization of motion vector fields  

 

In this section, examples of motion vectors visualization are presented. Motion fields 

for low resolution and high resolution video sequences are shown in the video frames 

with the lowest and the highest values of parameter HLmv∆ . Additionally, a visualization 

of differential motion vector field is shown for these video frames. In order to keep 

legibility, motion vector fields are shown for P-frames only. 

In Fig. 5.27-5.34 motion vectors estimated for resolutions QCIF-CIF in sequences 

Bus, Football, Foreman and Mobile are presented. In Fig. 5.35-5.38 motion vectors 

estimated for resolutions CIF-4CIF in sequences City and Crew are presented. 

 



 161 

   

Fig. 5.27. Interpolated motion vectors estimated for resolution 176×144, motion vectors 

estimated for resolution 352×288 and differential motion vectors in the frame with the 

lowest value of parameter HLmv∆  ( HLmv∆ = 4.735, HLσ =18.051). Frame number 73 

from Bus sequence, QP=31. 

 

   

Fig. 5.28. Interpolated motion vectors estimated for resolution 176×144, motion vectors 

estimated for resolution 352×288 and differential motion vectors in the frame with the 

highest value of parameter HLmv∆ ( HLmv∆ = 26.672, HLσ =136,323). Frame number 61 

from Bus sequence, QP=38. 

 

 

   

Fig. 5.29. Interpolated motion vectors estimated for resolution 176×144, motion vectors 

estimated for resolution 352×288 and differential motion vectors in the frame with the 

lowest value of parameter HLmv∆  ( HLmv∆ = 5.095, HLσ =20.322). Frame number 3 from 

Football sequence, QP=33. 
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Fig. 5.30. Interpolated motion vectors estimated for resolution 176×144, motion vectors 

estimated for resolution 352×288 and differential motion vectors in the frame with the 

highest value of parameter HLmv∆ ( HLmv∆ = 367.138, HLσ =279.839). Frame number 87 

from Football sequence, QP=33. 

 

   

Fig. 5.31. Interpolated motion vectors estimated for resolution 176×144, motion vectors 

estimated for resolution 352×288 and differential motion vectors in the frame with the 

lowest value of parameter HLmv∆  ( HLmv∆ =2.3762, HLσ =5.645). Frame number 29 from 

Foreman sequence, QP=25.  

 

 

   

Fig. 5.32. Interpolated motion vectors estimated for resolution 176×144, motion vectors 

estimated for resolution 352×288 and differential motion vectors in the frame with the 

highest value of parameter HLmv∆ ( HLmv∆ = 16.263, HLσ =38.508). Frame number 15 

from Foreman sequence, QP=33.  
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Fig. 5.33. Interpolated motion vectors estimated for resolution 176×144, motion vectors 

estimated for resolution 352×288 and differential motion vectors in the frame with the 

lowest value of parameter HLmv∆  ( HLmv∆ = 1.405, HLσ =2.602). Frame number 148 

from Mobile sequence, QP=32.  

 

   

Fig. 5.34. Interpolated motion vectors estimated for resolution 176×144, motion vectors 

estimated for resolution 352×288 and differential motion vectors in the frame with the 

highest value of parameter HLmv∆ ( HLmv∆ =4.545, HLσ =20.517). Frame number 104 

from Mobile sequence, QP=39.  

 

 

   

Fig. 5.35. Interpolated motion vectors estimated for resolution 352×288, motion vectors 

estimated for resolution 704×576 and differential motion vectors in the frame with the 

lowest value of parameter HLmv∆  ( HLmv∆ =2.813, HLσ =10.738). Frame number 61 from 

City sequence, QP=25.  
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Fig. 5.36. Interpolated motion vectors estimated for resolution 352×288, motion vectors 

estimated for resolution 704×576 and differential motion vectors in the frame with the 

highest value of parameter HLmv∆ ( HLmv∆ =9.239, HLσ =39.769). Frame number 124 

from City sequence, QP=35.  

 

   

Fig. 5.37. Interpolated motion vectors estimated for resolution 352×288, motion vectors 

estimated for resolution 704×576 and differential motion vectors in the frame with the 

lowest value of parameter HLmv∆  ( HLmv∆ =12.012, HLσ =47.008). Frame number 3 from 

Crew sequence, QP=30.  

 

 

   

Fig. 5.38. Interpolated motion vectors estimated for resolution 352×288, motion vectors 

estimated for resolution 704×576 and differential motion vectors in the frame with the 

highest value of parameter HLmv∆ ( HLmv∆ =159.053, HLσ =248.309). Frame number 63 

from Crew sequence, QP=41.  
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Visualizations of motion vector fields presented in this section allow for comparison 

of obtained numerical values of chosen parameters HLmv∆ , HLσ  and HLη  with 

subjective feelings about similarity of given motion vector fields. 

Global smoothness of motion vector field can be observed for Bus, Foreman, Mobile 

and City sequences in Fig. 5.26, 5.27 and 5.30-5.35. On the other hand, rough motion 

vector fields are depicted in Fig. 5.29 and 5.37, for the chosen frames from Football and 

Crew sequences.  

However, in all the presented visualizations, there can be observed similarities 

between motion vectors estimated for low-resolution video sequence and high-resolution 

video sequence. 

 

 

5.5. Conclusions 

 

Correlation of motion vectors has been researched between motion vectors in high 

spatial resolution video and low spatial resolution video. High correlation of motion 

vector fields is achieved mostly in sequences with slow and smooth motion (Bus, 

Foreman, Mobile, City). What is more, in all cases, the highest correlation occurs in 

frames predicted with bidirectional motion-compensated prediction (B-frames). For 

example, in Mobile sequence, the average length of a differential motion vector in full-

pel units is always less than 1.2 samples in P-frames and always less than 0.625 samples 

in B-frames, as depicted in Fig. 5.6 and 5.14 respectively. In Bus and Foreman video 

sequences, the average length of differential motion vector in full-pel units is usually 

less than 2.5 samples in P-frames and less than 2 samples in B-frames. 

On the other hand, in the video sequence with fast and rough motion (Football) the 

correlation between motion vectors from low resolution and motion vectors from high 

resolution is lower – the differential motion vector length tends to have high values, 

especially in P-frames: the maximum value of differential motion vector length is 91.8 

samples in 87 frame of sequence Football, as depicted in Fig. 5.10. The average values 

of differential motion vector length are also high in Football: 13-15 samples in P-frames 

and 3.75-4 in B-frames. 

The lower correlation between motion vector fields occurs also in the video sequence 

with rapid global illumination changes, like Crew (Fig. 5.8 and 5.14). 
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Lower correlation between low-resolution motion vector field and high-resolution 

motion vector field in the sequences containing fast motion and global illumination 

changes is caused by the operation of block matching algorithm of motion estimation. In 

BMA algorithm, estimated motion vectors point to the most similar blocks in reference 

pictures, therefore they do not represent the real motion (see Section 2.3). When the 

content of a video sequence changes rapidly (fast motion), BMA algorithm finds 

different blocks in low-resolution video sequence and high-resolution video sequence. 

The increase of correlation causes the decrease of standard deviation of the 

differential motion vector field, which is especially noticeable in Foreman and Mobile 

video sequence (Fig 5.17, 5.18, 5.23 and 5.24). In this sequences differential motion 

fields are smoother, as depicted in Fig. 5.31 – 5.34. 

Mutual matching of motion vectors from low resolution and high resolution video 

sequence, which is defined by mutual matching parameter HLη , is very high. In all video 

sequences except Football and Crew, more than 95% of the 4×4 blocks in P-frames in 

both resolutions are predicted using the same reference frame. Matching of motion 

vectors in B-frames is lower, because of more available prediction modes (forward, 

backward and bidirectional), but it is still up to 80% in Bus, Foreman and City 

sequences, up to 87.6% in Mobile sequence and up to 83.8% in Crew sequence. 

High values of HLη  mean that in most cases, a motion vector from high-resolution 

video has its equivalent motion vector in low-resolution video. Therefore, the motion 

vector from low-resolution video can be used in order to encode motion vector from 

high-resolution video sequence. 

For almost all video sequences (except Football), mutual correlation between 

multiresolution motion vectors increases with the increase of quality, as presented in 

Tab. 5.1 – Tab. 5.6. However, it remains almost constant, regardless of bitrate and 

quality. 

Differential motion vector length for consecutive video frames insignificantly varies, 

as shown in Fig. 5.3 – 5.14. However, global correlation between motion vectors from 

high and low resolution can be observed, especially in video sequences with slow and 

moderate motion. 
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5.6. Summary 

 

As it has been proven in this chapter, there are correlations between motion vectors 

estimated for different resolutions of the same video sequence, even when motion 

estimation is performed independently for each spatial resolution. These implicit 

correlations are somehow obvious – the motion is estimated for the same video content. 

Even if motion vectors do not always match the real, geometrical displacements in the 

video sequence, the general character of motion is kept, regardless of the spatial 

resolution. This is especially true for video sequences with slow and moderate motion. 

As the similarities between motion vectors estimated for low-resolution video and high-

resolution video are high, motion vectors from base layer can be further exploited in 

enhancement layer of the scalable video coder in order to improve coding efficiency. 

Another very important conclusion is that for most motion vectors in high-resolution 

layer there are matching motion vectors in low-resolution layer. It has been proven by 

high values of mutual matching parameter. Homogeneous motion fields in both layers of 

scalable video codec allow for joint encoding of motion information.  

Therefore, in the following chapters, there are made attempts in order to improve the 

coding efficiency of motion vectors in scalable video coding.  

In Chapter 6, further increase of correlation between motion vectors from base and 

enhancement layer is introduced by optical flow technique of motion estimation. Motion 

vectors are then encoded jointly in a bitstream. 

In Chapter 7 the technique of inter-layer motion vectors prediction is proposed and 

applied into scalable codecs. This technique exploits existing correlations in 

independently estimated motion vectors. 

In Chapter 8 the algorithm of simplified encoding of motion vectors in temporally 

scalable video codec has been proposed. The proposal significantly outperforms other 

techniques in a sense of encoder complexity with just a small impact on achieved 

compression efficiency. 
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Chapter 6. 

Joint encoding of multiresolution motion 

vectors  
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6.1. Towards new standard of scalable video coding 

 

In July 2002, the final draft of AVC/H.264 video coding specification has been 

approved [MP02-20]. The first version of the AVC/H.264 specification did not 

supported scalability. On the other hand, scalable profiles of former video coding 

standards, like MPEG-2 [ISO94], H.263 [ITU05] or MPEG-4 Visual [ISO98] have never 

been widely used, mainly because of complex algorithms and poor efficiency as 

compared to non-scalable profiles [Dom04].  

However, during MPEG meeting on which the AVC/H.264 specification was 

approved, so called “ad hoc group” (AHG) on scalable video coding was established 

[MP02-35]. Soon after, requirements and applications for a new scalable video coding 

standard have been formulated and announced by MPEG organization [MP03-25]. It 

formally began the process of developing of a new scalable video coding standard. 

In parallel, just after establishing AVC/H.264 recommendation, the author of this 

dissertation, began his research on representation of motion vectors in scalable video 

coding. The first technique was presented in author’s master thesis [Lan03a] and 

published later in September 2003 [Lan03]. Unfortunately, the proposed technique was 

not satisfactory enough, so further investigations were developed by the author.  

In the end of 2003, "Call for Proposals on Scalable Video Coding Technology" was 

announced by MPEG [MP03-93]. As the answer, 21 proposals of scalable video codec 

were submitted. Among others, a proposal of Poznań University of Technology was 

presented [Bła04b], which exploited inter-layer prediction of motion vectors, developed 

by the author. Another important answer for “Call for Proposal” was "Scalable 

Extension of H.264/AVC" submitted by Heinrich Hertz Institute (HHI) from Berlin, 

which did not, however, exploit inter-layer correlations of motion vectors [Sch04]. 

These two algorithms proved to be extremely good in subjective comparison of coding 

efficiency organized by MPEG [Bar04]. In Fig. 6.1, the loss of Mean Opinion Score 

(MOS) of all submitted codecs against AVC/H.264 codec has been presented for one of 

coding scenarios. 

The HHI proposal was later chosen by MPEG as the basis for Scalable Video Model 

(SVM) development, in order to establish Scalable Video Coding (SVC) specification. 

In the first version of SVM description [MP04-72], the following tools were mentioned 

as possible solutions for motion vectors representation:  
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- non-scalable coding, 

- resolution scalable coding, 

- quality scalable coding, 

- block size scalable coding. 

Additionally, CABAC-based entropy coding and VLC-based entropy coding of 

motion vectors was considered. 
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Fig. 6.1. The loss of Mean Opinion Score (MOS) against AVC/H.264 in subjective 

quality comparison of scalable codecs, March 2004 [Bar04]. 

 

Later on, the author continued his investigations on various aspects of inter-layer 

representation of motion vectors in scalable video codecs. Some of them have been 

presented further in this dissertation.  

The subsequent version of Scalable Video Model [MP04-20] was approved during 

the next MPEG meeting in July 2004. Two modes of inter-layer motion prediction 

appeared in the second version of SVM and stay unchanged during later development. 

These modes are widerly described in this dissertation in Section 7.7.2. 

In Tab. 6.1, the timeline of parallel activities of MPEG and the author of this thesis 

have been presented. The presented events regard the hottest period during the 

development of a Scalable Video Coding. 

At this time (September 2006), SVC standard is in the stage of final agreements and 

should be approved in the near future.   
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Tab. 6.1. The timeline of MPEG works on Scalable Video Coding compared against 

author’s activities.  

 

date author’s activity MPEG activity 
2002.07  – Final draft of version 1 of 

AVC/H.264 specification [MP02-20]. 
– MPEG establishes AHG on 
Scalable Video Coding. 

2003.01 The beginnings of research on 
motion vectors coding in 
scalable video coder. 

 

2003.09 First author’s publication on 
motion vectors coding in 
scalable video coder [Lan03]. 

 

2003.10  "Requirements and Applications for 
Scalable Video Coding" [MP03-25] 

2003.10 – Development of inter-layer 
motion vectors representation 
in scalable AVC codec. 

 

2003.12  "Call for Proposals on Scalable 
Video Coding Technology" [MP03-
93] 

2004.02-
2004.03 

The comparison of scalable codecs submitted for MPEG’s  Call for 
Proposals. 

2004.03 ”Scalable AVC Codec” 
[Bła04b] with author’s inter-
layer prediction of motion 
vectors. 

– „Subjective Test Results for the CfP 
on Scalable Video Coding 
Technology“ [Bar04] 
– "Scalable Extension of 
H.264/AVC" [Sch04] is chosen as the 
basis for developing of a new 
standard, no inter-layer prediction of 
motion vectors in the codec. 
– “Scalable Video Model V 1.0” 
[MP04-72] 

2004.03 – Further works on 
multiresolution coding of 
motion vectors. 

 

2004.07  “Scalable Video Model 2.0” contains 
inter-layer prediction of motion 
vectors [MP04-20]. 

2006.01 
2006.04 

Improvement proposals and 
reports on efficiency of motion 
vectors coding in SVC [Lan06, 
Lan06a, Lan06b] 
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This, and the following chapters present original results obtained by the author 

during his research on multiresolution representation of motion vectors in scalable video 

codecs.  

In this chapter, the very first author’s method of joint motion estimation and joint 

encoding of motion vectors in a scalable video coder has been presented. In Chapter 7, 

an original method of inter-layer motion vectors prediction has been introduced and 

experimentally tested in two scalable codecs: AVC-based scalable codec developed at 

Poznań University of Technology and SVC video codec, developed by MPEG. In 

Chapter 8, a method of very fast and yet efficient encoding of multiresolution motion 

vectors in temporally scalable codec has been presented and experimentally tested. 

 

 

6.2. Introduction to joint encoding of multiresolution motion vectors  

 

In Chapter 5, there has been proven general correlation between motion vectors 

estimated for different spatial resolutions of the same video sequence. However, 

independent motion estimation using block matching algorithm introduces some local 

disturbance and mismatches between motion vectors from low and high resolution of the 

video sequence.  

The idea behind the proposal of joint encoding of motion vectors in scalable video 

coder is to increase correlation between motion fields for different spatial resolutions. 

Residual signal is obtained by subtracting motion vectors in low-resolution video from 

co-located motion vectors in high-resolution video. Motion vector residuals are spatially 

predicted and encoded jointly. The proposed approach assumes smooth motion vector 

field in each layer of the scalable coder. In order to increase the inter-layer correlation, 

motion vectors are estimated using optical flow technique. The trade-off between 

smoothness of motion field and energy of prediction error is obtained by modification of 

motion estimation algorithm in the scalable hybrid coder.  

Smooth motion vector field is expected to be encoded efficiently in the base layer 

due to differential encoding of motion vector residuals. On the other hand, encoding of 

motion vectors in enhancement layer relying on motion data from base layer can yield a 

profit due to correlation between motion vector field from the base layer and motion 

vector field from the enhancement layer. 
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Details and more precise experimental results of the presented method of joint 

encoding of multiresolution motion vector field are given in Master of Science thesis 

“Estimation and coding of motion vectors in scalable video coders” [Lan93a]. 

 

 

6.3. Modification of scalable coder 

 

In the following experiments the basis for modifications was spatially scalable video 

coder described in Section 2.4.2. In the researched configuration, the coder consists of 

two hybrid sub-coders (Fig. 6.2) that produce bitstreams corresponding to different 

levels of spatial decomposition. The base layer represents a video sequence with reduced 

spatial resolution (QCIF) while the enhancement layer represents a video sequence with 

full spatial resolution (CIF). Originally each of the sub-coders had its own prediction 

loop with independent motion estimation [Dom03, Bła03].  The low-resolution sub-

coder was implemented as a standard motion-compensated hybrid AVC/H.264 coder. 

The high-resolution sub-coder was a modified AVC/H.264 coder that was able to exploit 

decoded samples from base-layer bitstream, as described in Section 2.4.2.  

 

 

 

 
 

Fig. 6.2. Basic structure of scalable hybrid video coder with independent motion 

estimation and compensation. 
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Some modifications have been introduced into scalable video coder from Fig. 6.2 in 

order to jointly encode the motion vectors from the base and enhancement layers. First, 

the standard block matching motion estimation has been replaced with optical flow 

motion estimation in both base-layer and enhancement-layer sub-coders.  

Another modification has been introduced into motion vector coding scheme in the 

enhancement layer. Motion vector prediction has been changed: median prediction of 

difference between enhancement-layer motion vector and corresponding base-layer 

motion vector is applied. Base-layer motion vectors are used only when corresponding 

macroblocks are coded using motion-compensated prediction. 

The structure of modified scalable coder with joint motion estimation and joint 

coding of motion vectors is depicted in Fig. 6.3. 

 

 

 

Fig. 6.3. Structure of scalable coder with joint motion estimation and motion vector 

encoding. 

 

6.3.1. Joint motion estimation 

 

The increase of correlation between motion vector fields from base and enhancement 

layers is achieved by using an optical flow based algorithm of motion estimation.  
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Optical flow field is the two-dimensional distribution of velocities of luminance 

values, defined for every pixel over image area. Optical flow is a kind of estimate of 

optical displacement in the video sequence.  

Some limitations in estimation of motion by the optical flow algorithm are worth 

noticing: for example, the optical flow is not equal to zero for a stationary scene with 

changes of brightness. However, in most cases, optical flow is a good approximation of 

true motion in video sequence [Bar94, Kri97a].   

In the video coder from Fig. 6.3 Horn-Schunck algorithm was applied in order to 

estimate optical flow in a low resolution and a high resolution video sequence. The 

algorithm combines the gradient constraint with a global smoothness term to constrain 

the estimated optical flow field v(x,y,t). In order to estimate the optical flow, the value of 

following integral is minimized: 
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where: 

I(x,y,t) – the values of luminance samples at the location (x,y) in the moment 

t,  

v(x,y,t) 

 

– the optical flow vector at the location (x,y) in the moment t, 
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λ – parameter controlling smoothness of optical flow field, 

2
 – vector norm l2. 

 

The integral (6.1) is defined over a domain D, which is the image area. The 

parameter λ is used in order to control the influence of smoothness term. It was chosen 

experimentally (λ = 0.01) [Lan03a].  

Algorithmically, iterative equations are used in order to minimize (6.1) for each 

estimated vector v(x,y,t): 
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where: 

vu,  – the component-wise averages of adjacent vectors,  

k – iteration step, 

Ix, Iy, It – partial derivatives, 
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Estimated optical flow field is very dense. Therefore, a problem of decimation of this 

field appears in order to use it in application of video coding with block-based motion-

compensated prediction. The author proposed the following method of motion field 

decimation in the scalable video coder: a motion vector that appears most often in a 

block of given size is chosen as the representative motion vector. The chosen full-pel 

motion vector is used as the initial vector to perform sub-pel motion vector estimation in 

order to minimize prediction error. Sub-pel motion vector refinement is performed using 

block matching algorithm. Such an algorithm is used both in the base layer and in the 

enhancement layer of the scalable coder. It produces smooth motion vector fields in both 

layers. 

Since motion field is estimated based on optical displacements, the increased 

correlation between motion vectors in the base layer and motion vectors in the 

enhancement layer is assured. On the other hand, the sub-pel refinement of motion 

vectors using block matching algorithm minimizes the prediction error. 

 

6.3.2. Joint multiresolution motion representation 

 

In the following scheme, the motion vectors from the base layer are used for 

differential encoding of the motion vectors from the enhancement layer of the scalable 

codec. First, the base-layer motion field is interpolated as depicted in Fig. 6.4.  
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Fig. 6.4. Interpolation of the base-layer motion vectors. 

The values of interpolated motion vectors are rescaled according to equations: 
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Fig. 6.5. Motion vectors from base layer and enhancement layer used in joint motion 

vectors representation. 

 

The difference between corresponding motion vectors from the base layer and 

motion vectors from the enhancement layer (Fig. 6.5.) is calculated in order to form the 

residual value. Spatial motion vector prediction is then performed using median scheme 

(see Section 4.2) and the residual prediction value mv∆  (6.7) is represented in the 

bitstream using entropy coding engine. The foregoing process is described by equations: 
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When any of co-located base-layer motion vectors is not present due to intra mode, 

coding of motion vectors in enhancement layer is performed in standard way described 

in AVC specification. 

 

6.4. Joint encoding of multiresolution motion vectors – experimental 

results 

 

In  the experiments two methods of motion estimation have been compared in 

AVC/H.264-based scalable video coder: block matching motion estimation and optical 

flow motion estimation. The efficiency of scalable coder was researched, when joint 

motion estimation using optical flow and joint motion vectors coding was applied using 

the technique described in Section 6.3.  

In this chapter, only a few examples of obtained results are presented. More 

experimental results can be found in [Lan93a]. 

 

6.4.1. Motion estimation using optical flow technique 

 

 In Fig. 6.6 and Fig. 6.7 block matching motion estimation is compared against 

optical flow technique in the base layer of scalable bitstream. Bitrates of the different 

parts of the bitstream are shown for Basket and Fun video sequences coded with 

AVC/H.264-based scalable video coder.. 

The experiments were performed [Lan03a] using AVC/H.264-based scalable video 

coder  described in section 2.4.2. In Fig. 6.8 and Fig. 6.9 the comparisons of estimated 

motion vector field are depicted for different method of motion estimation. 

The following parameters have been set in the configuration file of the encoder: 

– only first picture coded as I-frame, 

– group of pictures: I-P-P-P-P, 

– number of reference frames: 1, 
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– entropy coding: CABAC, 

– range of quantization parameter QP: 16-32. 

 

Bitrate was measured separately for motion vectors and transform coefficients. The 

total bitrate was also measured in order to compare the overall efficiency of the video 

codec. 

 

Fig. 6.6. Bitrates of motion vectors, transform coefficients and total bitrate in Basket 

sequence (352×288, IPPP), AVC/H.264 video codec.  Various algorithms of motion 

estimation have been used. 
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Fig. 6.7. Bitrates of motion vectors, transform coefficients and total bitrate in Fun 

sequence (352×288, IPPP), AVC/H.264 video codec.  Various algorithms of motion 

estimation have been used. 

 

 

Fig. 6.8. Motion vectors estimated using block matching (on the left) and optical 

flow (on the right). Frame number 17 from Basket sequence. 
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Fig. 6.9. Motion vectors estimated using block matching (on the left) and optical 

flow (on the right). Frame number 10 from Fun sequence. 

 

When motion estimation is performed based on optical flow technique the 

motion vector bitrate is lower than when block-matching algorithm is used (Fig. 6.6 and 

6.7). Since estimated motion field is smooth (Fig. 6.8 and 6.9), spatial prediction is very 

efficient and gives low prediction residuals. On the other hand, the modified technique 

of motion estimation gives worse efficiency of motion-compensated prediction, thus the 

total bitrate increases. 

 

6.4.2. Joint encoding of motion vectors in scalable video codec 

 

Figures 6.10 to 6.14 depict bitrates achieved in the experiments, when coding of 

enhancement-layer motion vectors using interpolated base-layer motion vectors was 

applied in the scalable video coder. Five different test sequences were used: Basket, 

Stefan, Fun, Football and Cheer. 

The experiments were performed [Lan03a] using AVC/H.264-based scalable video 

coder  described in section 2.4.2. The following parameters have been set in the 

configuration file of the scalable, AVC-based encoder: 

– only first picture coded as I-frame, 

– group of pictures: I-P-P-P-P, 

– number of reference frames: 1, 

– entropy coding: CABAC, 

– quantization parameter in base layer QP = 16. 

– range of quantization parameter in enhancement layer QP: 16-32. 
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Bitrate was measured separately for motion vectors and transform coefficients. 

The total bitrate was also measured in order to compare overall efficiency of modified 

scalable video codec. 

 

 

 

Fig. 6.10. Bitrates of motion vectors, transform coefficients and total bitrate in 

enhancement layer in Basket sequence (352×288, IPPP), scalable video coding. Various 

algorithms of motion vectors encoding. 
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Fig. 6.11. Bitrates of motion vectors, transform coefficients and total bitrate in 

enhancement layer in Stefan sequence (352×288, IPPP), scalable video coding. Various 

algorithms of motion vectors encoding. 

 
Fig. 6.12. Bitrates of motion vectors, transform coefficients and total bitrate in 

enhancement layer in Fun sequence (352×288, IPPP), scalable video coding. Various 

algorithms of motion vectors encoding. 
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Fig. 6.13. Bitrates of motion vectors, transform coefficients and total bitrate in 

enhancement layer in Football sequence (352×288, IPPP), scalable video coding. 

Various algorithms of motion vectors encoding. 

 

 
Fig. 6.14. Bitrates of motion vectors, transform coefficients and total bitrate in 

enhancement layer in Cheer sequence (352×288, IPPP), scalable video coding. Various 

algorithms of motion vectors encoding. 
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The proposed algorithm of motion vector representation in the enhancement layer is 

less efficient than the original algorithm with independent motion vector coding. In all 

cases, the proposal gives higher bitrate in the enhancement layer. Higher bitrate is 

obtained either for motion vector bitstream and transform coefficient bitstream.  

  

 

6.5. Conclusions 

 

The following two experiments have been described in previous sections: 

1. comparison of a video encoder with block-matching motion estimation against video 

encoder using motion estimation based on optical flow technique, 

2. comparison of two types of motion vectors encoding in scalable video codec with 

motion estimation based on optical flow technique:  

• independent coding of motion vectors in each layer, 

• author’s original method of joint coding of motion vectors in base and 

enhancement layers using differential scheme with median prediction. 

In Fig. 6.6 and Fig. 6.7, the results of the first experiment are presented. According 

to the results depicted in these figures, smooth motion field obtained using optical flow 

technique brings decrease of motion vector bitrate as compared to block matching 

algorithm of motion estimation. The decrease of bitrate is up to 15% and depends on the 

bitrate and content of a video sequence. This is in accordance with the expectations: 

optical flow gives smooth motion vector field, in which adjacent motion vectors are 

highly correlated (as depicted in Fig. 6.8 and 6.9). Therefore, spatial prediction of 

motion vector components works perfectly and produces very low residuals which are 

efficiently represented in a bitstream.  

However, motion compensation using vectors estimated with optical flow usually 

gives worse prediction of samples, because optical flow does not explicitly minimize 

prediction error. As a result, the transform coefficients bitrate increases. The increase of 

transform coefficients bitstream is almost independent of the bitrate; it varies from about 

10% in Basket sequence to about 20% in Fun video sequence.  

Transform coefficients bitstream makes up a majority of a total bitstream. Therefore, 

with the increase of coefficients bitrate, the total bitrate increases as well (about 4% in 
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Basket, about 8% in Fun). As a result, motion estimation with optical flow technique has 

degraded overall coding efficiency. 

Using joint encoding of motion vectors in scalable vide coding (Section 6.4.2) has 

not brought the expected improvement. In all video sequences, motion vector bitstream, 

transform coefficients bitstream and total bitstream in enhancement layer increased 

when joint coding of motion vectors was applied. The increase of total bitstream is very 

low (from 0.8% in Footbal up to 3% in Fun), however it excludes the proposed 

technique.  

Possible causes of unsatisfactory results of the experiments are complex motion 

model and extraordinary efficiency of standard motion vector coding scheme used in 

AVC/H.264. On the other hand, binarization and context modelling in CABAC entropy 

coding was designed exclusively for given statistical distribution of motion vector 

residuals. After modification of coding algorithm, the distribution has changed, and the 

entropy coding engine has not matched the new values of motion vectors residuals. 

 

6.6. Summary 

 

In this chapter, the very first author’s approach to coding of motion vectors in 

scalable video codec has been presented. The increase of correlation between motion 

vectors from the base layer and motion vectors from the enhancement layer has been 

achieved by motion estimation using optical flow technique. Vectors in the enhancement 

layer have been jointly coded using vectors from the base layer. However, the proposal 

has not improved overall coding efficiency: the obtained bitrates have been worse than 

when standard method was applied.  

It turned out that it is not worth interfering in rate-distortion optimized video coding. 

The best performance of scalable codec has been obtained, when independent motion 

estimation has been performed in the base and enhancement layer using block matching 

algorithm. 

On the other hand, existing strong correlations between motion vectors from low-

resolution layer and high-resolution layer can be exploited in a different way. The 

attempt is presented in the following chapter. 
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Chapter 7. 

Multiresolution prediction of motion 

vectors 
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7.1. Introduction 

 

Predictive coding of motion vectors is very important for efficient compression of 

motion vectors in a hybrid video codec. Moreover, a scalable video encoder that 

produces a bitstream containing many layers of spatially scalable video representation 

provides even more motion data that has to be transmitted to the receiver. Because of the 

multiple motion vector fields, the problem of efficient representation of motion data 

becomes more crucial.  Beside intra-layer AVC-like motion vector prediction, additional 

inter-layer motion correlation can be exploited. 

Experiments from Chapter 6 have proven that joint motion estimation in the low-

resolution and high-resolution video sequence does not improve the coding efficiency. 

The best compression has been achieved using independent motion estimation in the 

low-resolution layer and the high-resolution layer of the scalable video coder. 

On the other hand, the experimental results from Chapter 4 have shown that standard 

methods of intra-layer motion vectors prediction are very efficient. There is only small 

room for improvements, since most prediction residuals are very small (up to 75% of 

residuals are equal to zero).  

However, motion vectors estimated for a low-resolution video sequence and the 

respective high-resolution video sequence are highly correlated, even when independent 

motion estimation algorithms are used. It has been proven in Chapter 5. Therefore, the 

idea that has been presented in this chapter exploits interpolated motion vectors from the 

low-resolution layer when no proper motion vectors exist in high-resolution layer. 

Interpolated motion vectors are then used in standard motion vectors prediction. 

The presented approach was originally developed for scalable video coder, based on 

state-of-the-art AVC technology, which has been shortly discussed in Section 2.4.2. As 

described in Section 6.1, it has been very first successful implementation of the so-called 

“inter-layer motion prediction” in advanced scalable video coding. 

 

7.2. Difficulties in spatial prediction of motion vectors 

 

In advanced algorithms of video coding, sophisticated methods of motion vector 

prediction are used in order to represent motion field compactly. A codec based on 
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AVC/H.264 technology uses two schemes of spatial motion vector prediction: 

directional prediction and median prediction, as was discussed in Section 4.2. 

It has been proven that in most cases, these standard predictions that use spatially 

adjacent motion vectors, produce very small prediction residuals. In consequence, 

residual motion vectors data are represented in a bitstream with a small number of bits. 

However, the experiments from Section 4.2.3 proved that there are still some cases, 

when motion vector prediction does not match the actual value of the coded motion 

vector. In such a case, the produced residual has a significant value, thus it is less 

efficiently represented in a bitstream. For example in Tab. 4.3 as much as 14.6% of the 

motion vector residuals have the values more than 10 in the units of ¼-sample in the 

sequence Ice at bitrate 3 Mbit/s. In these cases, standard prediction of motion vectors 

worked less efficiently. 

The problem is that we do not know a priori all cases in which spatially adjacent 

motion vectors are just a little correlated with the current motion vector. In other words, 

we do not know a priori, in which cases, standard method of motion vector prediction 

gives large values of residuals. 

However, there are still some cases that we do know a priori that the adjacent motion 

vectors are weakly correlated with the coded motion vector. These are when: 

• adjacent blocks do not use the same type of motion-compensated prediction as 

the current block, 

• adjacent motion vectors refer to a different reference frame than the current 

motion vector, 

• current macroblock is a boundary macroblock, 

• adjacent macroblocks belongs to a different slice of macroblocks, 

• adjacent macroblocks use intra-frame coding. 

In all these case, motion vector prediction is poor, because there are no proper 

motion vectors to perform a good prediction.  

 

 

7.2.1. Boundary of frame or slice 

 

Video coding algorithms allow macroblocks to be organized in the structures called 

slices of macroblocks. Slices introduce data partitioning and error resilience into 
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transmission of digital video [Wie03, Ohm04]. The beginning of a new slice resets the 

state of the decoder, which allows for independent decoding of each slice. Macroblocks 

from two different slices are decodable completely independently from each other – no 

prediction is performed across slice boundary.  

On the other hand, partitioning macroblocks into slices allows for grouping the 

macroblocks with similar content, for example solid background or rich texture. Encoder 

sets independently the encoding parameters for each slice in order to encode these 

macroblocks in the most efficient way. 

In AVC/H.264 coding algorithm, macroblocks are allowed to be grouped together in 

many ways using the technique named Flexible Macroblock Ordering (FMO). Different 

modes of grouping macroblocks into slices are depicted in Fig. 7.1 [Dho05, ISO06]. 

 

slice #0

slice #1

slice #2

slice #0
slice #1

slice #0

slice #1

slice #2

FMO type 0 FMO type 1 FMO type 2  

 

Fig. 7.1. Examples of grouping macroblocks into slices using FMO  

in AVC/H.264 codec.  

 

FMO technique has been introduced mainly in order to protect bitstream against 

transmission errors. However, compression efficiency can be also improved in some 

cases. 

For example, FMO type 0 from Fig. 7.1 prevents errors from spreading across a 

frame. Since each slice is independently decodable, the prediction can not be performed 

across slices boundary. FMO type 1 allows for random distributing reconstruction 

artifacts in the case of transmission errors. On the other hand, possible errors can be 

easily concealed in such a case by spatial interpolation [Wan98]. FMO type 2 is used in 

order to group homogenous areas in the video frames. They can be encoded using 

specific tools and given bitrate. 
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boundary macroblock

edge of frame 
edge between slices 

 

Fig. 7.2. Boundary macroblocks.  

 

When many slices appear in a single video frame, many boundary macroblocks 

occur as depicted in Fig. 7.2. A macroblock is treated as a boundary macroblock when it 

exists at the edge of a frame or a slice. When the macroblock that is currently encoded is 

the boundary macroblock, the adjacent blocks from some of the neighboring 

macroblocks are not available for prediction of motion vectors. Therefore, the efficiency 

of motion vector coding is badly affected. 

 

7.2.2. Intra-frame coding in adjacent macroblocks 

 

In frames coded using motion-compensated prediction (P-frames and B-frames), 

some macroblocks may be encoded in the intra-frame mode. It may happen in the case 

of fast and complex motion or in the case of reveal of covered regions in a video 

sequence. It has been reported [Dzi05] that in AVC/H.264 video codec 5% -90% 

macroblocks in P-frames are coded using intra-frame coding technique. In B-frames the 

number of intra-coded macroblocks is up to 60%. The number of intra-coded 

macroblocks depends mostly on the content of a video sequence and the target bitrate. 

An intra-coded macroblock does not have motion vector assigned to any of its 

blocks, thus the prediction of motion vector in the neighboring macroblocks can not be 

performed efficiently, because of the lack of proper motion vectors for prediction. 

 

7.2.3. Different types of prediction in adjacent blocks  

 

In bidirectionally coded frames (B-frames), all types of motion-compensated 

prediction can be used: forward prediction, backward prediction and bidirectional 
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prediction. The macroblocks with various types of prediction may be mixed in a frame, 

depending on the decision of the encoder. This situation is depicted in Fig. 7.3, where 

neighboring macroblocks use various prediction modes. 

 

P-macroblock

B-macroblock, forward prediction

B-macroblock, backward prediction

I-macroblock

B-macroblock, bidirectional prediction 

 

Fig. 7.3. Neighboring macroblocks use various prediction modes, fragment of 

hypothetical video frame.  

 

When adjacent blocks are coded using prediction type that does not exploit a motion 

vector that refers to the specific temporal direction (the same as the current motion 

vector), the efficiency of motion vector prediction in the current block is reduced. 

 

7.2.4. Different reference frames in adjacent blocks  

 

In advanced video coders, many reference frames are used in motion-compensated 

prediction, as discussed in Section 3.2.3. Signal reconstruction is performed using a 

motion vector and an index of a reference frame. However, motion vectors that refer to 

different reference frames have different time scale. In fact, another dimension – 

temporal dimension – is added to motion vector. 

Some attempts have been made regarding rescaling of the neighboring motion 

vectors that refer to different reference frames in order to match the current motion 

vector [Che02]. However the operation of motion vector rescaling is complex and the 

efficiency of the method is limited to some specific cases, thus this technique has not 

been adopted into AVC/H.264 algorithm. 

When adjacent blocks use different reference frames than current motion vector, the 

efficiency of motion vector prediction decreases. 
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7.3. Inter-layer motion vector prediction 

7.3.1. Original proposal of inter-layer motion vector prediction – 

Implicit Inter-Layer Prediction (IILP)  

 

In cases when no good prediction is present in the vicinity of the current motion 

vector, interpolated motion vectors from the low-resolution motion field can be used 

instead. This inter-resolution technique can be also called inter-layer motion prediction, 

especially when it regards scalable video coding with layered approach. 

Implicit Inter-Layer Prediction (IILP) – the original idea presented in this thesis, 

incorporates the technique of inter-layer motion prediction into the existing intra-layer 

motion prediction scheme. The original proposal of inter-layer motion prediction 

consists in the use of the interpolated motion vector from the base layer in the standard 

algorithm of motion vector prediction in the following cases: 

• when current macroblock is a boundary macroblock, 

• when adjacent macroblocks belongs to a different slice of macroblocks, 

• when adjacent macroblocks use intra-frame coding, 

• when adjacent blocks do not use the same type of motion-compensated 

prediction as the current block, 

• when adjacent motion vectors refer to a different reference frame than the current 

motion vector. 

In the above cases all or some of the motion vectors normally used for prediction are 

not available – they are “missing”.  These “missing” motion vectors are replaced by the 

co-located motion vector from the low-resolution layer, as depicted in Fig. 7.4. 

 

coded block

adjacent blocks not available
 for motion vector prediction

co-located
low-resolution layer

 block 
in 

adjacent blocks available 
for motion vector prediction

high-resolution
layer

interpolated
low-resolution layer

 

 

Fig. 7.4. Blocks used in inter-layer prediction of motion vectors.  
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Because the replacement of “missing” motion vectors is independently deducted by 

the encoder and the decoder, the author named this method Implicit Inter-Layer 

Prediction (IILP). 

 

7.3.2. Possible approaches to inter-layer motion vector prediction  

 

There is no guarantee that the co-located block in the low-resolution layer uses the 

same type of motion-compensated prediction and that it references to the same reference 

frame. Therefore, two algorithms of searching for the motion vector in the low-

resolution layer were proposed. They are discussed in the following sections. 

 

7.3.2.1. IILP using directly co-located block 

 

In the following approach, the missing motion vector from the high-resolution video 

sequence is replaced with the motion vector of the directly co-located block from the 

low-resolution video sequence, regardless the prediction type of this block and 

regardless the reference frame that is used in motion-compensated prediction. The block 

used in inter-layer motion prediction is depicted in Fig. 7.5.  

 

coded block

co-located
low-resolution layer

 block 
in 

adjacent blocks

high-resolution
layer

interpolated
low-resolution layer

 

 

Fig. 7.5. IILP motion vector prediction using directly co-located block. 

 

The advantage of such an approach is that directly co-located motion vector from 

low-resolution layer is usually most correlated with the currently coded motion vector. 

However in some situations, the motion vector from the low-resolution layer may not 

exist or may use different reference frame for motion-compensated prediction than the 

current motion vector. 
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7.3.2.2. IILP using the best block 

 

The second proposal of the implementation of IILP is somewhat more sophisticated. 

It is applied also when the standard intra-layer prediction can not be performed due to 

the reasons mentioned in Section 7.3.1.  

First, the algorithm checks whether the co-located motion vector from the base layer 

can be used for inter-layer motion prediction. When directly co-located block from the 

low-resolution video sequence is intra-frame coded, it uses a different type of motion-

compensated prediction or references to a different reference frame than the current 

motion vector, then further searches are performed in order to find the best matching 

motion vector.  

The algorithm searches the set of adjacent blocks in the low-resolution layer and 

tries to find a motion vector that utilizes the same type of inter-frame prediction as the 

currently coded motion vector. This is depicted in Fig. 7.6. Furthermore, the searched 

motion vector should refer to the same reference frame as the current motion vector. In 

such a case it is “the best” motion vector from the low-resolution layer.  

 

coded block

co-located
low-resolution layer

 block 
in 

adjacent blocks

high-resolution
layer

interpolated
low-resolution layer

search direction  

 

Fig. 7.6. IILP motion vector prediction using the best motion vector from the low-

resolution layer. Blocks in low-resolution layer used in the process of searching of the 

best motion vector. 

 

When the appropriate motion vector is found, the missing motion vector from the 

high-resolution video sequence is replaced by the vector from low-resolution video 

sequence. Standard motion vector prediction is then performed. 
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7.3.2.3. The impact of reduced accuracy of interpolated motion vectors 

from the base layer 

 

Motion vectors from low-resolution layer are interpolated in order to be used for 

encoding of high-resolution video. The accuracy of interpolated motion vectors is lower 

than the accuracy of actual motion vectors estimated using high-resolution video. 

Two variants of exploiting motion vectors from the base layer are proposed and 

experimentally tested in this thesis. The difference between the proposed variants is the 

number of times that the missing motion vector from the high-resolution layer is 

replaced by the motion vector from the base layer. 

In the first scenario, the missing motion vector in high-resolution video sequence is 

replaced no more than once during a single prediction of motion vector. It prevents from 

decreasing of accuracy of the predicted motion vector. 

In the second scenario, the missing motion vector in high-resolution video sequence 

can be replaced many times, as many, as many missing motion vectors appear in high-

resolution layer during a single prediction. Such a solution assures that there is always a 

valid number of input vectors for median prediction, however it can result in decrease of 

prediction accuracy. 

 

7.3.3. Proposed variants of IILP 

 

A combination of the techniques described in Sections 7.3.2.1, 7.3.2.2 and 7.3.2.3 

gives four variants of IILP method. Missing motion vectors from high-resolution layer 

are replaced in the following ways (see Tab 7.1):  

• using the motion vectors from the base layer only once during single prediction, 

• using the motion vectors from the base layer as many times as many missing 

motion vectors appear during single prediction, 

• using the directly co-located motion vector from the low-resolution layer, 

• searching for the best motion vector in the low-resolution layer. 

 

 

 

 



 200 

 

Tab. 7.1. Techniques of the proposed multiresolution motion vectors prediction. 

 

vector from the base layer that is used  
for inter-layer prediction 

 directly co-located the best chosen 

once inter-layer 3 inter-layer 4 how many times 
vector from the 

base layer is used many times inter-layer 1 inter-layer 2 

 

The possible results of motion vector prediction using various techniques of IILP are 

showed in Tab. 7.2. The marking of adjacent blocks is the same as in Fig. 4.4, 

additionally, block “E” is the block from the low-resolution layer (either the co-located 

one, either the best chosen, depending on technique). 

 

Tab. 7.2. The result of inter-layer motion vector prediction, depending on 

availability of adjacent macroblocks and the reference frame used in inter-frame 

prediction. 

 

adjacent block 

A B C D E 
technique #1, 
technique #2 

technique #3, 
technique #4 

a a a   med(A,B,C) med(A,B,C) 
a a x a  med(A,B,D) med(A,B,D) 
a a b,x b,x a,b,x med(A,B,E) med(A,B,E) 
a b,x a  a,b,x med(A,C,E) med(A,C,E) 
a b,x x a a,b,x med(A,D,E) med(A,D,E) 

b,x a a  a,b,x med(B,C,E) med(B,C,E) 
b,x a b,x a a,b,x med(B,C,E) med(B,C,E) 
a b,x b,x b,x b,x A A 
a b,x b,x b,x a E med(A,B,E) 

b,x a b,x b,x b,x B B 
b,x a b,x b,x a E med(A,B,E) 
b,x b,x a  b,x C C 
b,x b,x a  a E med(B,C,E) 
b,x b,x x a b,x D D 
b,x b,x x a a E med(B,D,E) 
b,x b,x b,x b,x a E E 
b,x b,x b,x b,x b,x E E 

 
a – available (the same reference frame), 
b – available (different reference frame or intra coded*), 
x – unavailable*, 
*when block is unavailable or intra coded, both motion vector components are equal to 0. 
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7.4. Modification of the scalable coder 

 

The proposed algorithms of inter-layer motion vector prediction have been 

implemented in the scalable codec that has been briefly discussed in Section 2.4.2. The 

module of interpolation of motion vector field has been added, as depicted in Fig. 7.7. 

 

high resolution
hybrid coder

enhancement layer #2
bitstream

input video

medium resolution 
hybrid coder

low resolution
hybrid coder

spatial/temporal
decimation

spatial/temporal
decimation

spatial/temporal
interpolation

spatial/temporal
interpolation

base layer bitstream
(AVC compliant)

enhancement layer #1
 bitstream

motion vectors
interpolation

motion vectors
interpolation

 
 

Fig. 7.7. Modification of scalable video hybrid coder  

with inter-layer motion vector prediction. 

 

Motion vectors are estimated separately for the low-resolution and the high-

resolution video sequence. Low-resolution motion vectors are then interpolated and 

stored. They are used during encoding of high-resolution layer as additional motion 

vectors for motion vector prediction. 

Interpolation of the motion vectors is performed by simple upsampling of the motion 

vector field using a scheme of the nearest neighbor interpolation [Tek95]. Other 

techniques of motion vectors interpolation were also considered at the preliminary stage 

of the research. More sophisticated algorithms of motion vector interpolation include 

Boundary Matching technique [Lam93], Lagrange interpolation [Zhe03] and 

interpolation using the polynomial model [Zhe05]. However, these algorithms had been 

used mainly for recovery of lost motion vectors in the case of bitstream error. On the 

other hand, in applications of multiresolution motion estimation for video compression, 

usually simple nearest neighbor algorithm is applied in order to upsample given motion 
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vector field [Zaf93, Kri97a, Xu04, JVT06-02]. Thus finally, upsamling of motion 

vectors using the nearest neighbor interpolation has been applied in the author’s 

verification model of the scalable codec. 

 

7.5. IILP prediction of motion vectors – experimental results 

 

The goal of the experiments is to check the efficiency of the IILP motion vector 

coding and to choose the most efficient solution among proposed variants of IILP. The 

experimental comparisons of four proposed techniques against independent coding of 

motion vectors have been performed. The tests have been performed for the CIF 

sequences Bus, Foreman, Football and Mobile and 4CIF sequences City and Crew using 

AVC-based scalable video codec, described in Section 2.4.2.  The coder was set for 

producing two spatial layers, both temporally scalable using B-frames. The base layer 

represented a video sequence with a half of the spatial resolution of the video sequence 

that was represented in the enhancement layer. 

For each video sequence the average motion vector prediction error have been 

measured as well as the overall bitrate for proposed techniques of IILP inter-layer 

motion vector prediction. Additionally, subjective evaluations of the quality of the 

encoded video sequences Bus and Football were performed using the SSMM technique 

described in Section 1.5.  

The following parameters have been set in the configuration file of the encoder: 

– period between I frames: 64, 

– group of pictures: I-B-P-B-P, 

– number of reference frames: 3, 

– entropy coding: CABAC, 

– range of motion estimation +/- 64 samples (full-pel units), 

– range of bitrate: 200 kbps – 3000 kbps. 

The results of the experiments are grouped in the following sections:  

• bitrate and distortion, 

• absolute value of motion vector prediction residuals, 

• decrease of average absolute value of motion vector prediction residuals, 

• subjective evaluation of the quality of the encoded video sequences residuals 

when IILP prediction was used. 
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7.5.1. Bitrate and distortion 

 

In this section, the impact of inter-layer motion vectors prediction on bitrate and the 

distortion measure is presented. The achieved bitrate and the values of PSNR in CIF 

sequences for different quantization parameter QP are shown in Tab. 7.3-Tab. 7.6. The 

achieved bitrate and the values of PSNR in 4CIF sequences for different quantization 

parameter QP are shown in Tab. 7.7 and 7.8. The obtained efficiency proposed 

techniques can be compared using the rate-distortion curves that are depicted in Fig. 7.8 

– Fig. 7.13. 

 

Tab. 7.3. Bitrate (kbps) and PSNR (dB) in Bus (352×288, IBPBP) sequence using 

various techniques of inter-layer prediction of motion vector in scalable AVC-based 

video codec. 

(kbps)/(dB) QP =31 QP =33 QP =35 QP =37 QP =38 

base layer 209.1/31.72 149.2/30.13 107.5/28.66 80.3/27.42 66.9/26.69 

no inter-layer 684.2/32.49 486.1/30.93 352.0/29.46 264.0/28.19 222.1/27.45 

inter-layer  1 679.7/32.52 484.6/30.96 349.1/29.48 261.7/28.23 219.3/27.46 

inter-layer  2 677.7/32.5 482.7/30.94 349.7/29.47 262.6/28.22 218.2/27.45 

inter-layer  3 679.4/32.52 480.7/30.96 351.0/29.48 262.0/28.22 218.7/27.46 
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inter-layer  4 679.2/32.5 482.6/30.96 348.8/29.48 260.3/28.19 220.1/27.47 

 

Tab. 7.4. Bitrate (kbps) and PSNR (dB) in Football (352×288, IBPBP) sequence 

using various techniques of inter-layer prediction of motion vector in scalable AVC-

based video codec. 

(kbps)/(dB) QP =33 QP =35 QP =37 QP =39 QP=41 

base layer 320.5/30.54 240.8/30.29 182.5/27.86 133.6/26.57 94.8/25.28 

no inter-layer 735.5/31.73 561.3/30.29 439.7/29.11 328.8/27.83 249.5/26.64 

inter-layer  1 724.8/31.74 553.1/30.31 431.3/29.12 322.0/27.85 242.9/26.66 

inter-layer  2 726.7/31.75 552.4/30.3 432.3/29.13 322.5/27.85 244.3/26.65 

inter-layer  3 726.1/31.74 553.1/30.31 431.9/29.13 322.8/27.86 243.3/26.66 
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inter-layer  4 726.6/31.74 553.2/30.29 431.6/29.12 322.1/27.85 243.0/26.64 
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Tab. 7.5. Bitrate (kbps) and PSNR (dB) in Foreman (352×288, IBPBP) sequence 

using various techniques of inter-layer prediction of motion vector in scalable AVC-

based video codec. 

(kbps)/(dB) QP=25 QP =27 QP =29 QP =31 QP =33 

base layer 171.7/38.43 124.5/36.92 93.7/35.68 72.5/34.42 55.0/33.15 

no inter-layer 517.6/38.59 363.4/37.24 259.4/36 195.4/34.86 144.7/33.68 

inter-layer  1 510.8/38.62 358.1/37.26 256.3/36.02 192.9/34.9 141.9/33.72 

inter-layer  2 512.6/38.61 356.7/37.25 255.9/36.02 193.2/34.9 141.0/33.71 

inter-layer  3 513.3/38.62 360.1/37.28 256.1/36.03 193.7/34.9 142.1/33.74 
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inter-layer  4 512.7/38.62 358.4/37.27 255.0/36.01 193.7/34.9 141.7/33.72 

 

Tab. 7.6. Bitrate (kbps) and PSNR (dB) in Mobile (352×288, IBPBP) sequence using 

various techniques of inter-layer prediction of motion vector in scalable AVC-based 

video codec. 

(kbps)/(dB) QP =32 QP =33 QP =35 QP =37 QP =39 

base layer 152.3/29.92 125.5/29.22 89.6/27.76 67.5/26.99 49.6/25.18 

no inter-layer 671.9/30.65 539.3/29.91 352.7/28.35 243.9/26.99 169.2/25.52 

inter-layer  1 664.6/30.68 537.0/29.93 350.5/28.36 242.8/27.03 167.8/25.55 

inter-layer  2 664.1/30.67 538.2/29.93 349.6/28.38 242.7/27.02 167.2/25.54 

inter-layer  3 665.4/30.68 537.3/29.95 351.6/28.4 242.1/27.02 168.8/25.57 
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inter-layer  4 665.3/30.69 538.9/29.95 349.6/28.38 242.1/27.03 167.3/25.55 

 

Tab. 7.7. Bitrate (kbps) and PSNR (dB) in City (704×576, IBPBP) sequence using 

various techniques of inter-layer prediction of motion vector in scalable AVC-based 

video codec. 

(kbps)/(dB) QP =31 QP =33 QP =35 QP =37 QP =38 

base layer 241.5/32.86 168.3/31.48 119.1/30.18 86.9/29.07 73.5/28.43 

no inter-layer 927.5/33.52 624.5/32.2 440.9/30.9 322.7/29.74 271.1/29.07 

inter-layer  1 915.5/33.54 614.0/32.23 433.0/30.91 316.3/29.76 268.3/29.1 

inter-layer  2 915.3/33.53 613.9/32.22 434.0/30.91 316.7/29.75 268.3/29.09 

inter-layer  3 917.4/33.54 615.7/32.23 435.0/30.9 316.8/29.75 268.2/29.09 
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inter-layer  4 914.8/33.55 613.6/32.22 433.9/30.91 318.4/29.75 268.8/29.09 
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Tab. 7.8. Bitrate (kbps) and PSNR (dB) in Crew (704×576, IBPBP) sequence using 

various techniques of inter-layer prediction of motion vector in scalable AVC-based 

video codec. 

(kbps)/(dB) QP =31 QP =33 QP =35 QP =37 QP =38 

base layer 415.7/35.01 293.1/33.76 210.7/32.53 154.1/31.49 128.0/30.91 

no inter-layer 1123.4/35.72 802.6/34.67 591.2/33.58 442.6/32.62 375.1/32.06 

inter-layer  1 1097.9/35.74 781.6/34.69 573.3/33.61 427.4/32.63 360.6/32.06 

inter-layer  2 1100.5/35.74 783.7/34.69 575.2/33.61 429.2/32.63 362.8/32.08 

inter-layer  3 1098.0/35.74 782.8/34.69 573.8/33.61 427.8/32.63 362.7/32.09 
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inter-layer  4 1100.2/35.74 784.1/34.7 575.5/33.61 428.6/32.63 362.7/32.09 
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Fig. 7.8. R-D curves for various techniques of inter-layer prediction of motion 

vectors in Bus sequence (352×288); scalable AVC-based video codec. 
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Fig. 7.9. R-D curves for various techniques of inter-layer prediction of motion 

vectors in Football sequence (352×288); scalable AVC-based video codec. 
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Fig. 7.10. R-D curves for various techniques of inter-layer prediction of motion 

vectors in Foreman sequence (352×288); scalable AVC-based video codec. 
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Fig. 7.11. R-D curves for various techniques of inter-layer prediction of motion 

vectors in Mobile sequence (352×288); scalable AVC-based video codec. 
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Fig. 7.12. R-D curves for various techniques of inter-layer prediction of motion 

vectors in City sequence (704×576); scalable AVC-based video codec. 
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Fig. 7.13. R-D curves for various techniques of inter-layer prediction of motion vectors 

in Crew sequence (704×576); scalable AVC-based video codec. 

 

When Implicit Inter-Layer Prediction was used for motion vector encoding, the 

bitrate reduction has been observed for all test sequences. The bitrate of enhancement 

layer decreased both in CIF sequences (Tab. 7.3-7.6) and in 4CIF sequences (Tab. 7.7 

and 7.8). 

All IILP variants outperform the technique of independent encoding of motion 

vectors (Fig. 7.8-7.13). Some differences between the results obtained using proposed 

variants of IILP can be observed, however, they are hardly visible in the figures 

containing R-D curves.  

 

7.5.2. Average absolute values of motion vector prediction residuals  

 

In this section there is presented the impact of inter-layer motion vectors prediction 

on average motion vector prediction residual. The average absolute value of motion 

vector prediction residuals in CIF sequences for various techniques of inter-layer motion 

vector prediction are depicted in Fig. 7.14 – Fig. 7.17. The average absolute values of 

motion vector prediction residuals in 4CIF sequences are depicted in Fig. 7.18 and 7.19. 
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Fig. 7.14. Average absolute value of components of motion vector residual for 

various techniques of inter-layer prediction of motion vectors, Bus sequence (352×288); 

scalable AVC-based video codec. 
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Fig. 7.15. Average absolute value of components of motion vector residual for 

various techniques of inter-layer prediction of motion vectors, Football sequence 

(352×288); scalable AVC-based video codec. 
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Fig. 7.16. Average absolute value of components of motion vector residual for 

various techniques of inter-layer prediction of motion vectors, Foreman sequence 

(352×288); scalable AVC-based video codec. 
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Fig. 7.17. Average absolute value of components of motion vector residual for 

various techniques of inter-layer prediction of motion vectors, Mobile sequence 

(352×288); scalable AVC-based video codec. 
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Fig. 7.18. Average absolute value of components of motion vector residual for 

various techniques of inter-layer prediction of motion vectors, City sequence (704×576); 

scalable AVC-based video codec. 
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Fig. 7.19. Average absolute value of components of motion vector residual for 

various techniques of inter-layer prediction of motion vectors, Crew sequence 

(704×576); scalable AVC-based video codec. 
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In all cases the average absolute value of components of motion vector residual 

decreased when IILP technique was used. The obtained results are very similar for all 

proposed variants of IILP. Numerical results of achieved gain are presented in the 

following section. 

 

 

7.5.3. The decrease of average absolute value of motion vector 

prediction residuals  

 

In order to choose the best method of inter-layer motion vectors prediction, the 

decrease of motion vector prediction residual (∆resmv) has been estimated, compared 

against the value obtained using standard, independent encoding of motion vectors in 

each layer. In Tab. 7.9- Tab 7.12 the decrease of average absolute values of components 

of motion vector residuals is given for different IILP techniques in CIF sequences. In 

Tab. 7.13 and 7.14 the same parameter is presented for 4CIF sequences. The average 

values of ∆resmv for all values of quantization parameters QP have been calculated and 

are given in the following tables as well. 

 

 

Tab. 7.9. Decrease of average absolute value of components of motion vector 

residual for various techniques of inter-layer prediction of motion vectors in Bus 

sequence (352×288); scalable AVC-based video codec. 

∆resmv (%) 

 
QP =31 QP =33 QP =35 QP =37 QP =38 average 

inter-layer  1 12.52 17.09 17.02 16.84 16.31 15.96 

inter-layer  2 12.18 15.07 13.78 15.96 14.61 14.32 

inter-layer  3 12.49 14.95 17.22 19.13 16.24 16.01 

inter-layer  4 6.34 15.42 15.67 15.83 12.60 13.17 
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Tab. 7.10. Decrease of average absolute value of components of motion vector residual 

for various techniques of inter-layer prediction of motion vectors in Football sequence 

(352×288); scalable AVC-based video codec. 

∆resmv (%) 

 
QP =33 QP =35 QP =37 QP =39 QP=41 average 

inter-layer  1 29.69 29.00 28.64 28.70 27.56 28.72 

inter-layer  2 23.50 24.82 24.29 25.86 26.07 24.91 

inter-layer  3 25.00 24.07 25.94 26.88 26.90 25.76 

inter-layer  4 22.92 25.04 23.28 22.96 26.04 24.05 

 

 

Tab. 7.11. Decrease of average absolute value of components of motion vector residual 

for various techniques of inter-layer prediction of motion vectors in Foreman sequence 

(352×288); scalable AVC-based video codec. 

∆resmv (%) 

 
QP=25 QP =27 QP =29 QP =31 QP =33 average 

inter-layer  1 18.12 17.97 18.81 24.51 23.79 20.64 

inter-layer  2 13.80 14.99 16.51 17.23 17.36 15.98 

inter-layer  3 15.03 17.57 16.84 21.36 18.53 17.87 

inter-layer  4 15.81 12.89 18.00 17.44 17.93 16.41 

 

Tab. 7.12. Decrease of average absolute value of components of motion vector residual 

for various techniques of inter-layer prediction of motion vectors in Mobile sequence 

(352×288); scalable AVC-based video codec. 

∆resmv (%) 

 
QP =32 QP =33 QP =35 QP =37 QP =39 average 

inter-layer  1 11.95 13.34 16.19 13.24 13.04 13.55 

inter-layer  2 11.69 11.07 15.15 12.61 9.27 11.96 

inter-layer  3 11.43 11.91 16.98 13.97 9.89 12.84 

inter-layer  4 12.65 13.05 17.41 13.47 10.45 13.41 
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Tab. 7.13. Decrease of average absolute value of components of motion vector residual 

for various techniques of inter-layer prediction of motion vectors in City sequence 

(704×576); scalable AVC-based video codec. 

∆resmv (%) 

 
QP =31 QP =33 QP =35 QP =37 QP =38 average 

inter-layer  1 10,10 11,76 10,07 9,31 8,80 10,01 

inter-layer  2 9,93 11,78 10,97 11,57 8,99 10,65 

inter-layer  3 12,49 10,65 11,47 9,29 10,53 10,88 

inter-layer  4 11,24 11,43 11,00 9,27 8,16 10,22 

 

 

Tab. 7.14. Decrease of average absolute value of components of motion vector residual 

for various techniques of inter-layer prediction of motion vectors in Crew sequence 

(704×576); scalable AVC-based video codec. 

∆resmv (%) 

 
QP =31 QP =33 QP =35 QP =37 QP =38 average 

inter-layer  1 24.91 22.88 21.94 22.11 20.78 22.52 

inter-layer  2 22.35 21.95 20.09 18.62 19.36 20.47 

inter-layer  3 24.43 22.85 20.92 20.99 22.02 22.24 

inter-layer  4 22.92 21.41 21.19 20.33 22.02 21.57 

 

The maximum decrease of average motion vector residual ∆resmv has been observed 

in video sequences with rather rough motion vector fields like Football and Crew (Tab 

7.10 and 7.14). Surprisingly, in these sequences, the inter-layer correlations researched 

in Chapter 5 were relatively lower as compared with other video sequences (e.g. 

compare Fig. 5.4, 5.10, 5.8 and 5.14). On the other hand, since spatial correlation in 

these rough motion vector fields is lower as well, the standard prediction of the motion 

vectors gives poor results (compare with the results obtained in Chapter 4). Therefore, 

the additional inter-layer prediction improves the overall efficiency of the codec. 
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7.5.4. Subjective evaluation of quality 

 

In order to verify the results obtained in Section 7.5.1, a subjective comparison of the 

efficiency of the proposed IILP techniques was performed by the author. The Single 

Stimulus Multimedia (SSMM) method [Bar04] of subjective assessment of quality, 

described in Section 1.5, was chosen. Because of economical reasons, only two video 

sequences were evaluated (Bus and Football). Each sequence was encoded with two 

various values of quantization parameter QP. The results of the subjective assessments 

are depicted in Fig. 7.20 and Fig. 7.21. 

 

Fig. 7.20. The results of subjective assessment of the quality of Bus sequence for 

various techniques of inter-layer prediction of motion vectors, enhancement layer 

(352×288). Results are given as mean opinion score. 

 

In the subjective quality tests performed for Bus video sequence encoded with the 

value of quantization parameter QP=35, the highest value of Mean Opinion Score 

(MOS=5.1) was achieved for a scalable codec using the IILP motion vector prediction 

variants 1 and 2. Codecs with any variant of inter-layer motion vector prediction 

achieved slightly higher MOS (5.0-5.1) than a scalable video codec not using the 

algorithm of inter-layer motion vector prediction (MOS=4.9). In the tests performed for 

Bus video sequence encoded with the value of quantization parameter QP=38, the 

highest value of Mean Opinion Score (MOS=4.9) was achieved for the scalable codec 

0 

1 

2 

3 

4 

5 

6 

35 38 
Qp 

MOS no inter-layer 
inter-layer 1 
inter-layer 2 
inter-layer 3 
inter-layer 4 



 216 

using the IILP motion vector prediction variant 1. The codec that did not use IILP 

technique and the codec using IILP variant 3 achieved the lowest values of MOS equal 

to 4.4. 

 

Fig. 7.21. The results of subjective assessment of the quality of Football sequence for 

various techniques of inter-layer prediction of motion vectors, enhancement layer 

(352×288). Results are given as mean opinion score. 

 

In the subjective quality evaluation performed for Football video sequence encoded 

with quantization parameter QP=37, the highest value of MOS (MOS=2.9) was achieved 

by the scalable video codec using IILP technique variant 1. The scalable codec not using 

inter-layer motion vector prediction achieved the value of MOS equal to 2.7. The other 

video codecs that exploited IILP algorithms achieved the values of MOS equal to 2.8, 

2.7 and 2.8 (variants 2, 3 and 4, respectively). In the tests performed for a video 

sequence encoded with the value of quantization parameter QP=41, the highest value of 

MOS (MOS=1.7) was achieved for a scalable codec using the IILP motion vector 

prediction variant 3. The codec that did not use IILP technique and the codec using IILP 

variant 2 achieved the lowest values of MOS equal to 1.5, while the codecs using IILP 

variant 1 and 4 achieved the value of MOS equal to 1.6. 
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7.6. IILP prediction of motion vectors – conclusions 

 

In all experiments, inter-layer techniques of motion vectors prediction outperformed 

standard, intra-layer only motion vector prediction. At the same bitrate, the quality of 

video sequence increased in all experimental cases, as presented with R-D curves in Fig. 

7.8 – Fig. 7.13. The increase of overall PSNR is up to 0.2 dB (Football sequence, Fig. 

7.9).  

Unexpectedly, the maximum PSNR improvement has been reached in sequences 

with rough motion vector field, i.e. sequences containing fast and complex motion 

(Football) or sequences containing rapid global illumination changes (Crew). In such 

sequences, inter-layer similarities between motion vector fields from high-resolution 

layer and low-resolution layer are lower, as it has been proven in Chapter 5. However, 

obviously also intra-layer correlation of the neighboring motion vectors is lower in the 

video sequences with rough motion vector field. Since median-based spatial prediction is 

less efficient, as it has been proven in Chapter 4, the additional motion vectors from the 

base layer improve the overall efficiency of the motion vector compression.  

The proposed techniques of extended inter-layer motion vector prediction have 

significantly reduced motion vectors prediction residuals. The decrease of average 

absolute value of components of motion vector residual varies from 10% (City) to 28.7% 

(Football). 

On the other hand, the differences between proposed variants of IILP prediction are 

minor and the modifications have a negligible impact on achieved bitrates and the values 

of PSNR. However, in almost all cases, the best prediction of motion vector component 

gave the “inter-layer 1” technique. This is confirmed by the results of subjective quality 

evaluation (the highest MOS in 3 of 4 cases, Fig. 7.20 and 7.21) and the highest value of 

∆resmv parameter (Tab. 7.9-7.14) achieved for this variant. The “inter-layer 1” technique 

exploits a motion vector of the directly co-located block in the low-resolution layer as 

many times as many “missing” motion vectors appear in the neighborhood of the 

currently coded motion vector from the high-resolution layer. 

 The complexity of proposed algorithm is relatively small. The only additional 

operations at encoder’s and decoder’s site is storing of low-resolution motion vector 

field and simple rescaling of the motion vector field. These operations have a negligible 

impact on overall complexity of the codec.  
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The presented solution gives a noticeable gain in the compression efficiency of the 

scalable codec, as compared to independent representation of motion vectors in each 

layer. The improvement is achieved without extra costs neither in complexity, nor in 

major changes in other modules of a video codec. 

As proved herein, the presented solution decreases the average motion vector 

prediction residual and improves the overall compression efficiency. In the following 

sections, another approach to inter-layer motion vector prediction is presented that was 

developed by MPEG after the author’s proposal. These two approaches: the author’s 

IILP solution and the one used in a scalable codec developed by MPEG are compared 

with each other in Section 7.8. 

 

7.7. Inter-layer prediction with explicit signaling of prediction mode – 

MPEG approach 

7.7.1. MPEG proposal of advanced scalable video coding - SVC 

 

In 2003, MPEG committee started its activity in order to establish a new standard of 

Scalable Video Coding (SVC) [MP-03-25, MP03-93]. 21 teams from all around the 

world answered for a Call for Proposal with their proposals of scalable video codecs. 

Subjective tests were conducted in order to choose the most efficient technique of 

scalable video representation. 

Very good subjective results (see Fig. 6.1 in Chapter 6) achieved the scalable codec 

provided by Heinrich Hertz Institute (HHI) called “Scalable Extension of AVC/H.264” 

[MP04-69, Bar04]. The HHI original approach used an open-loop subband coding in 

order to exploit temporal dependencies between pictures. Temporal scalability was 

achieved with Motion-Compensated Temporal Filtering (MCTF) and spatial scalability 

was achieved with layered multiresolution coding [Sch04]. The codec used most of the 

AVC/H.264 tools and the AVC/H.264 bitstream syntax in order to represent 

multiresolution video. 

In the original version, the codec described in the document “Scalable Extension of 

AVC/H.264” did not support inter-layer motion vectors prediction. However, the 

algorithm was later modified during MPEG meetings and many tools were adopted over 

the time. Among other things – there has been added the technique of the inter-

resolution motion vector prediction. 
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In 2006 works on SVC are about to be finished. Some of the originally contributed 

features were removed from the standard draft (for example MCTF). Finally, Scalable 

Video Coding has become an annex to the AVC/H.264 recommendation.  

 

7.7.2. Inter-layer motion vector prediction in SVC  

 

In the draft of SVC algorithm, two new macroblock prediction modes are specified, 

which allows for inter-layer inheritance of motion information. Inter-layer prediction of 

motion vector is signaled by flags which are present in a bitstream before a syntax 

element describing regular macroblock mode.  

Syntax elements base_mode_flag and base_mode_refinement_flag allow for 

inheriting from the low-resolution layer the following data: 

• partitioning of a macroblock, 

• the indices of a reference frame, 

• motion vectors.  

Possible modes of inter-layer prediction of motion vectors are described in Tab. 

7.15.  

Tab. 7.15. Prediction of the motion vectors in SVC codec.. 

syntax element  

base_mode_flag 
base_mode_ 

refinement_flag 
motion_prediction

_flag_lX[i] motion vectors encoding 

“true” “false” - 
direct re-use of motion vectors from 

low-resolution layer in whole 
macroblock 

“true” “true” - 
re-use of motion vectors from low-
resolution layer + ¼-pel refinement 

in whole macroblock 

“false” - “false” 
standard AVC/H.264 predictive 

encoding of motion vectors 

“false” - “true” 
direct re-use of motion vectors from 
low-resolution layer in i-th partition 

of a macroblock 
 

The combination of the values of the syntax elements specified in the table signals 

the mode of inter-layer motion vectors prediction. Therefore, inter-layer prediction mode 

is explicitly signaled in the bitstream. 

In the basic inter-layer mode (base_mode_flag = “true”, base_mode_refinement_flag 

= “false”), no further motion data are sent for the current macroblock. Therefore, motion 
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vectors from the low-resolution layer are interpolated and directly used in motion-

compensated prediction in high-resolution layer. 

Moreover, in ¼-pel refinement mode (base_mode_flag = “true”, 

base_mode_refinement_flag = “true”), motion vectors from the low-resolution layer are 

further refined using ¼-pel correction values, which are encoded in a bitstream.  

Additionally, another bitstream flag (motion_prediction_flag_lX) allows for 

switching on inter-layer prediction of the motion vectors for selected partitions of the 

regularly encoded macroblock in high-resolution layer. 

 

 

7.8. Comparison of inter-layer motion prediction techniques in SVC 

codec 

 

Explicit signaling of the inter-layer motion prediction in SVC codec is an alternative 

technique to the author’s IILP algorithm presented in Section 7.3. The main difference 

between presented methods is a way of indication of the inter-layer prediction mode. 

In the author’s contribution, inter-layer motion vector prediction is not signaled 

explicitly in a bitstream, but it is rather deducted from the context of a coded motion 

vector. In a method incorporated into SVC codec, all inter-layer motion vector 

prediction modes are explicitly signaled in a bitstream. Such an approach requires a lot 

of extra information to be encoded, but allows for flexible control of the motion vector 

prediction mode. 

In this section, a comparison of both algorithms is performed in terms of coding 

efficiency, motion vector prediction efficiency and complexity of the algorithms.  

 

7.8.1. Comparison of inter-layer motion prediction techniques in SVC 

codec – experimental results 

 

The results of comparison of IILP technique against the technique applied in scalable 

codec developed by MPEG are presented in the following sections. Comparisons have 

been performed for the CIF sequences Bus, Foreman, Football and Mobile using 

modified SVC scalable codec (version 4.2).  The coder was set for producing two spatial 

layers, both temporally scalable using B-frames. The base layer represented a video 
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sequence with a half of the spatial resolution of the video sequence that was represented 

in the enhancement layer. 

For each sequence the average motion vector prediction error has been measured as 

well as the overall bitrate for various techniques of inter-layer motion vector prediction. 

The subjective evaluations of the quality of the encoded video sequences Bus and 

Football were performed using the SSMM technique described in Section 1.5. Time-

complexity has been measured for each of the inter-layer motion vector prediction 

method. 

The following parameters have been set in the configuration file of the encoder: 

– period between I frames: 96, 

– group of pictures: I-B-P-B-P, 

– number of reference frames: 3, 

– entropy coding: CABAC, 

– range of motion estimation +/- 96 samples (full-pel units), 

– adaptive inter-layer prediction, 

– range of low-resolution bitrate: 70 kbps – 280 kbps. 

– range of high-resolution bitrate: 200 kbps – 1000 kbps. 

In all diagrams, the bitrate of high-resolution layer is denoted as BE, while the overall 

bitrate is denoted as B. Variants of modified SVC codec are denoted using the following 

symbols: 

• SVC denotes the standard technique of motion vector coding used in SVC codec 

(see Section 7.7.2), 

• IILP  denotes the algorithm of motion vector prediction developed by the author of 

this dissertation (see Section 7.3.1), 

• SVC+IILP  denotes joint usage of both techniques (standard technique from SVC 

and IILP technique), 

• no inter-layer denotes that no inter-layer motion vector prediction was performed. 

 

7.8.1.1. Bitrate and distortion 

 

In this section, comparison of bitrate and distortion is presented for various 

techniques of inter-layer prediction of motion vectors. Obtained bitrate and the values of 

PSNR in CIF sequences for different quantization parameter QP are shown in Tab. 7.16 
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– Tab. 7.19. Rate-distortion curves for all test sequences are depicted in Fig. 7.22 – Fig. 

7.25.  

 

Tab. 7.16. Bitrate (kbps) and PSNR (dB) in Bus (352×288, IBPBP) sequence using 

various techniques of inter-layer prediction of motion vector in SVC video codec.  

 (kbps)/(dB) QP=31 QP =33 QP =35 QP =37 QP =38 

base layer 239.5/33.48 184.5/31.93 142.3/30.50 107.3/29.02 95.5/28.43 

SVC + 
IILP 

765.4/33.80 580.7/32.35 443.6/31.00 330.6/29.57 293.9/28.99 

IILP 783.5/33.82 598.3/32.39 460.6/31.05 345.4/29.63 309.0/29.07 

SVC 764.4/33.81 578.6/32.34 441.5/31.00 327.9/29.56 291.5/29.00 

en
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e:
 

no inter-
layer 

792.8/33.82 607.1/32.39 467.9/31.06 352.9/29.64 315.6/29.09 

 

Tab. 7.17. Bitrate (kbps) and PSNR (dB) in Football (352×288, IBPBP) sequence 

using various techniques of inter-layer prediction of motion vector in SVC video codec. 

(kbps)/(dB) QP=33 QP =35 QP =37 QP =39 QP =41 

base layer 279.6/33.02 219.4/31.74 167.0/30.51 129.3/29.26 99.3/28.12 

SVC + 
IILP 

605.6/33.86 477.7/32.64 362.4/31.37 275.9/30.18 213.3/29.15 

IILP 637.0/33.95 505.1/32.77 387.2/31.53 300.9/30.40 237.6/29.38 

SVC 603.7/33.86 475.9/32.64 361.7/31.36 275.5/30.21 213.3/29.14 

en
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no inter-
layer 

652.4/33.97 518.5/32.79 400.0/31.56 312.2/30.46 248.0/29.44 

 

Tab. 7.18. Bitrate (kbps) and PSNR (dB) in Foreman (352×288, IBPBP) sequence 

using various techniques of inter-layer prediction of motion vector in SVC video codec. 

(kbps)/(dB) QP=25 QP =27 QP =29 QP =31 QP =33 

base layer 211.4/39.84 163.4/38.43 127.8/37.10 99.0/35.65 78.4/34.28 

SVC + 
IILP 

618.4/39.73 444.4/38.53 334.2/37.37 248.2/36.08 188.3/34.87 

IILP 644.6/39.78 467.4/38.58 353.7/37.44 267.2/36.19 203.4/34.99 

SVC 614.3/39.74 441.5/38.53 330.4/37.39 245.4/36.09 187.2/34.88 

en
h

an
ce

m
en

t l
ay

er
, 

p
re

d
ic

tio
n

 ty
p
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no inter-
layer 

645.3/39.78 469.4/38.59 354.6/37.44 268.4/36.19 205.8/34.99 
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Tab. 7.19. Bitrate (kbps) and PSNR (dB) in Mobile (352×288, IBPBP) sequence 

using various techniques of inter-layer prediction of motion vector in SVC video codec. 

(kbps)/(dB) QP=32 QP =33 QP =35 QP =37 QP =39 

base layer 202.4/31.68 169.9/30.71 127.2/29.13 91.7/27.57 69.6/26.11 

SVC + 
IILP 

963.6/32.14 792.6/31.26 560.8/29.81 375.8/28.27 264.2/26.84 

IILP 967.9/32.14 795.2/31.25 561.8/29.82 376.9/28.29 264.3/26.87 

SVC 961.6/32.15 790.6/31.26 559.3/29.82 373.5/28.27 261.8/26.85 

en
h
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m
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t l
ay

er
, 

p
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d
ic

tio
n

 ty
p

e:
 

no inter-
layer 

970.1/32.14 797.9/31.25 563.4/29.81 376.8/28.29 264.4/26.87 

 

In all video sequences the bitrates achieved when inter-layer prediction was used 

(cases denoted as SVC, IILP and SVC+IILP) were lower than the bitrate achieved for 

the codec with no inter-layer prediction of motion vector.  

Since in some cases the obtained values of PSNR were different for different 

methods of motion vector prediction, the R-D curves presented in the following figures 

allow for comparison of the efficiency of given techniques. 

 

 

Fig. 7.22. R-D curves for various techniques of inter-layer prediction of motion 

vectors in Bus sequence (352×288); SVC video codec. 

28 

29 

30 

31 

32 

33 

34 

250 350 450 550 650 750 

PSNR (dB) 

SVC+IILP 
IILP 
SVC

no inter-layer 
BE (kbps) 



 224 

 

Fig. 7.23. R-D curves for various techniques of inter-layer prediction of motion 

vectors in Football sequence (352×288); SVC video codec. 

 

Fig. 7.24. R-D curves for various techniques of inter-layer prediction of motion 

vectors in Foreman sequence (352×288); SVC video codec. 
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Fig. 7.25. R-D curves for various techniques of inter-layer prediction of motion 

vectors in Mobile sequence (352×288); SVC video codec.  

 

 

The overall coding efficiency is illustrated by the R-D curves in Fig. 7.22-7.25. In all 

cases, the SVC codec with explicitly signaled inter-layer prediction of motion vectors 

achieved the best compression efficiency. Unfortunately, the IILP technique applied 

together with the original method implemented in SVC did not improve further the 

efficiency of the codec. However, IILP applied alone reduces the bitrate as compared 

with the solution without inter-layer prediction of motion vectors. 

The maximum gain of using the inter-layer prediction of the motion vectors was 

achieved in the sequences Bus and Football (Fig 7.22 and 7.23). On the other hand, in 

Mobile video sequence, all techniques of motion vectors representation in SVC gives 

comparable results (Fig.7.25).  

 

7.8.1.2. Average absolute values of motion vector prediction residuals  

 

The impact of the applied method of inter-layer motion vectors prediction on motion 

vector prediction residuals is presented in this section. The average absolute value of 

26 

27 

28 

29 

30 

31 

32 

33 

250 350 450 550 650 750 850 950 

BE (kbps) 

PSNR (dB) 

SVC+ IILP 
IILP 
SVC

no inter-layer 



 226 

motion vector prediction residuals for various techniques of inter-layer motion 

prediction in SVC codec are depicted in Fig. 7.26 – Fig. 7.29.  

 

Fig. 7.26. Average absolute values of components of motion vector residual for 

various techniques of inter-layer prediction of motion vectors, Bus sequence (352×288); 

SVC video codec. 

 

Fig. 7.27. Average absolute values of components of motion vector residual for 

various techniques of inter-layer prediction of motion vectors, Football sequence 

(352×288); SVC video codec. 
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Fig. 7.28. Average absolute values of components of motion vector residual for 

various techniques of inter-layer prediction of motion vectors, Foreman sequence 

(352×288); SVC video codec. 

 

 

Fig. 7.29. Average absolute values of components of motion vector residual for 

various techniques of inter-layer prediction of motion vectors, Mobile sequence 

(352×288); SVC video codec. 
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motion vector residual was achieved using the original SVC algorithm (Foreman, 

Football) or using SVC algorithm together with IILP technique (Bus, Mobile). 

 

7.8.1.3. Subjective evaluation of the quality 

 

The efficiency of the proposed techniques of motion vector coding in SVC codec 

was performed using Single Stimulus Multimedia (SSMM) method of subjective 

assessment of quality [Bar04]. The SSMM technique was described more precisely in 

Section 1.5. Because of economical reasons, only two video sequences were used (Bus 

and Football). Each sequence was encoded with two various values of quantization 

parameter QP. The results of the subjective assessments are depicted in Fig. 7.30 and 

Fig. 7.31. 

 

Fig. 7.30. The results of subjective assessment of the quality of Bus sequence for 

various techniques of inter-layer prediction of motion vectors, enhancement layer 

(352×288). Results are given as mean opinion score. 

 

In the subjective quality tests performed for Bus video sequence encoded with the 

value of quantization parameter QP=31, the highest value of Mean Opinion Score 

(MOS=6.5) was achieved for the scalable codec that exploits jointly the original SVC 

technique of motion vector prediction and the author’s IILP algorithm. Surprisingly, in 

this test, the SVC codec that did not exploit inter-layer representation of the motion 
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vectors achieved better result (MOS=6.4) than the codecs using inter-layer motion 

prediction techniques (SVC or IILP) implemented alone (MOS=6.3). In the tests 

performed for the same video sequence encoded with a higher value of quantization 

parameter QP=38, the highest values of MOS (MOS=5.4) were achieved for the scalable 

codec using the original SVC method of motion vector prediction and for the scalable 

codec that did not use inter-layer motion vector prediction at all. Codecs that use IILP 

algorithm achieved the values of MOS equal to 5.2 and 5.1 (SVC+IILP and IILP, 

respectively). 

 

Fig. 7.31. The results of subjective assessment of the quality of Football sequence 

for various techniques of inter-layer prediction of motion vectors, enhancement layer 

(352×288). Results are given as mean opinion score. 

 

In the subjective quality evaluation performed for Football video sequence encoded 

with quantization parameter QP=33, the highest value of MOS (MOS=5.7) was achieved 

by the scalable video codec that did not use inter-layer prediction of motion vectors. A 

slightly lower value of MOS (MOS=5.6) was achieved by the video codec that exploited 

the author’s IILP technique. The remaining video codecs achieved the values of MOS 

equal to 5.3 (SVC+IILP algorithms) and 5.55 (original SVC technique). In the tests 

performed for the video sequence encoded with the value of quantization parameter 

QP=39, the highest value of MOS (MOS=3.45) was achieved for the scalable codec 

using the algorithm of IILP motion vector prediction. Other codecs achieved the values 
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of MOS equal to 3.05 (SVC+IILP and SVC versions) and 3.3 (the codec without inter-

layer prediction of motion vectors). 

 

7.8.1.4. Complexity estimation 

 

There has been made an attempt of estimation and comparison of the complexity of 

competitive methods of inter-layer motion vectors prediction. In Tab. 7.20 and Tab. 7.21 

the execution time of encoding and decoding is given for different inter-layer motion 

vector coding techniques. Benchmarks of the encoder were performed by encoding of 

100 frames of the sequence Bus and City with the constant quantization parameter 

QP=32. The value of QP parameter does not change significantly the encoding time. 

Benchmarks of the decoder were performed by decoding two bitstreams that contain 150 

frames of the sequence Bus with the overall bitrates of about 400 kbps and about 1000 

kbps. For higher accuracy, encoder and decoder executables were benchmarked three 

times and the average execution times were calculated.  All experiments were performed 

on a workstation with double Intel Xeon 3.6 GHz processors, 2GB of RAM and with 

Windows XP Professional installed. 

Relative values of execution time have been calculated in reference to original SVC 

codec. The estimated values allow for easy comparison of the complexity of 

benchmarked codecs. 

 

Tab. 7.20. Execution time of encoder for various techniques of inter-layer prediction of 

motion vectors in SVC video codec 

 

 CIF (~700kbps) 4CIF (~1500kbps) 

 average encoding 
time of one frame  

tE (s) 

relative to 
original SVC 

100⋅
SVCE

E

t

t
(%) 

average encoding 
time of one frame  

tE (s) 

relative to 
original SVC 

100⋅
SVCE

E

t

t
 (%) 

SVC + IILP 3.749 98.5 11.104 99.4 
IILP 2.230 58.6 7.039 63.0 

SVC (
SVCEt ) 3.804 100.0 11.17 100.0 

no inter-layer 2.542 66.8 7.206 64.5 
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IILP technique significantly reduces the time needed to perform the encoding 

operation both for CIF video sequences and 4CIF video sequences. Moreover, the 

encoder using IILP algorithm performs even faster than that without inter-layer motion 

vector prediction at all. The explanation is that IILP algorithm allow for fast finding of 

sub-optimal motion vector predicted from the base layer that provide very good motion-

compensated prediction in the enhancement layer, hence the motion estimation does not 

need to be performed in some cases. 

 

Tab. 7.21. Execution time of decoder for various techniques of inter-layer prediction of 

motion vectors in SVC video codec 

 

 ~400kbps (CIF) ~1000kbps (CIF) 

 average decoding 

time of one frame  

tD (ms) 

relative to 

original SVC 

100⋅
SVCD

D

t

t
(%) 

average decoding 

time of one frame  

tD (ms) 

relative to 

original SVC 

100⋅
SVCD

D

t

t
(%) 

SVC + IILP 98.116 95.5 105.553 99.0 

IILP 92.416 90.0 90.066 84.5 

SVC (
SVCDt ) 102.718 100.0 106.6 100.0 

no inter-layer 87.158 84.9 90.491 84.9 

 

The decoding time (Tab 7.21) is also shorter for the decoder using IILP technique as 

compared with the standard SVC decoder. However, in this case, the bitstreams that did 

not contain inter-layer motion vector dependencies were decoded faster (for 400kbps 

bitstream) or almost as fast as (for 1000kbps bitstream) the bitstream encoded using IILP 

prediction. 

 

 

7.8.2. Comparison of inter-layer motion prediction techniques in SVC 

codec – conclusions 

 

The comparison of four techniques of motion vectors encoding has been performed 

using the following modifications of the SVC reference codec: 



 232 

– SVC codec without the inter-layer motion prediction (referred to as no inter-

layer), 

– SVC codec with explicitly signaled inter-layer motion information prediction as 

defined in a draft of SVC (referred to as SVC), 

– SVC codec with the author’s IILP proposal, described in Section 7.3.3 (referred to 

as IILP ), 

– SVC codec with jointly used: SVC and IILP technique of inter-layer motion 

prediction (referred to as SVC+IILP ). 

The standard inter-layer algorithm of motion prediction implemented in SVC results 

in increase of the PSNR parameter for luminance up to 0.3 dB as compared with the 

SVC codec without inter-layer motion prediction. A significant gain is achieved in Bus, 

Football and Foreman sequences for the given configuration of the encoder. However, 

PSNR in Mobile sequence remains almost constant for all tested codecs, regardless of 

the technique of motion vector representation.  

In Bus and Football sequences, IILP technique provides better compression 

efficiency as compared with the encoder that does not exploit inter-layer correlations; 

however, SVC method of inter-layer motion prediction gives even better results (Fig. 

7.22 and Fig. 7.23). Joint usage of IILP technique with the existing SVC method of 

inter-layer motion prediction does not improve coding efficiency (Fig. 7.22-7.25). 

Subjective comparison of the efficiency of proposed solutions of motion vector 

coding (Fig. 7.30 and Fig. 7.31) depicts that in 2 of 4 cases inter-layer technique of 

motion vector representation gives higher quality of encoded video sequence than the 

algorithm that does not exploit inter-layer dependencies between motion vectors. In one 

case, the quality of the video sequences was judged the same for the codec that utilized 

inter-layer prediction of motion vector as for the codec that did not use such a prediction. 

In one case, the quality of the video sequence that had been encoded without inter-layer 

prediction of motion vectors, was judged to be higher than the quality of the video 

sequences encoded using inter-layer prediction of motion vectors. 

Using of the IILP together with the original SVC method, in Mobile and Bus 

decreases motion vector prediction residual (Fig. 7.26, Fig. 7.29). In Foreman sequence 

original SVC inter-layer motion prediction provides the best results (Fig. 7.28), while in 

Football sequence the best results give the proposed technique, implemented alone (Fig. 

7.27). 
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On the other hand, the complexity of the author’s proposal is significantly lower than 

the complexity of the standard solution used in SVC codec (herein we consider the 

complexity as the time needed to perform encoding and decoding operations). Modified 

SVC encoder with IILP algorithm enabled performed about 40% faster on average than 

the original SVC encoder (Tab. 7.20). Surprisingly, the author’s proposal of motion 

vector coding used together with the standard SVC technique also speeds-up the 

encoder.  The encoder with IILP performs even faster than the encoder without any 

inter-layer motion prediction. The speed-up in the encoder is achieved mainly because of 

simplified decision process during R-D coding. 

The differences in execution time of decoders are somewhat lower; however, the 

bitstream with a bitrate of 400 kbps is decoded 10% faster and the bitstream with a 

bitrate of 1000 kbps is decoded 15% faster when IILP method is used as compared to the 

standard SVC solution (Tab. 7.21). The speed-up in the decoder is achieved because of 

simplified bitstream parsing process and simplified motion vectors decoding. 

The comparison of the author’s IILP technique and the method of inter-layer motion 

vector representation used in SVC proves that both techniques reduce the bitrate for a 

given quality of decoded video sequence. In all experiments, SVC method 

insignificantly outperformed the solution presented in this thesis in a sense of overall 

coding efficiency. However, in some cases, the lowest motion vector residuals were 

achieved when IILP proposal of inter-layer motion prediction was used.  

Since side information in SVC is coded very efficiently using CABAC, the decrease 

of the average motion vector residual when IILP was used did not result in the decrease 

of overall bitrate. The contextual model of entropy coder was not optimized for the 

author’s original technique. 

However, the IILP method of inter-layer motion information prediction significantly 

outperforms the SVC technique in a sense of time complexity at encoder side. As shown 

in Tab. 7.20 the codec with implemented IILP operates significantly faster than the 

standard SVC codec – both at the side of the encoder and at the side of the decoder. 

 

7.9. Summary 

 

In this chapter, there has been presented an original IILP technique of inter-layer 

prediction of motion vectors. The technique was first applied and tested in a scalable 
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video codec based on AVC/H.264 technology. This codec was developed at Poznań 

University of Technology. 

The author’s proposal has significantly reduced motion vector prediction residuals 

and has improved overall compression efficiency of the codec. A scalable video coder 

that exploits the proposed method, achieved one of the best results in a comparison of 

scalable codecs conducted by MPEG committee in 2004 [Bar04]. 

The performance of IILP technique was also experimentally tested in SVC video 

codec. SVC is the codec developed by MPEG in order to establish a new scalable video 

coding standard. The algorithm employed in SVC utilizes another technique of inter-

layer motion prediction, which was proposed after the author’s contribution with a 

description of IILP technique. In Section 7.8, this author’s approach was experimentally 

compared against the technique used in SVC codec. 

The experiments proved that both techniques of inter-layer motion vectors coding 

improve compression efficiency in SVC codec. In the experiments, the original SVC 

codec achieved better results. However, the complexity of SVC solution is much higher 

as compared with IILP approach; it has been depicted in Section 7.8.1.3. 

In the following chapter, a new technique of joint multiresolution coding of motion 

vectors in temporally scalable codec is introduced. This author’s original proposal is 

presented and experimentally tested in SVC video codec. 
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Chapter 8. 

Joint multiresolution coding of motion 

vectors in temporally scalable codec  



 236 



 237 

8.1. Temporal scalability 

 

Temporal scalability allows for representation of video sequence with various 

temporal resolutions using a single bitstream. Decoding of a whole bitstream enables to 

achieve full frame-rate of the video sequence, while decoding of the part of a bitstream 

enables to achieve reduced frame-rate of the video sequence. 

In classic hybrid video coding, temporal scalability is achieved using B-frames 

dropping. Dropped B-frames are not used as reference frames for motion-compensated 

prediction of other frames [ISO94]. The idea is depicted in Fig. 8.1.  

 

I1 B1 B2 P1 B3 B4 P2

frames used as reference for prediction (must be decoded)

frames not used as reference for prediction (may not be decoded)

motion-compensated prediction  

 

Fig. 8.1. Using of B-frames in order to achieve temporal scalability. 

 

Bidirectionally encoded frames can be dropped during decoding of a bitstream, 

because they are not used for prediction of any other frames. Since specific part of a 

bitstream, which contains the data of B-frames, does not have to be decoded at all, this 

technique introduces temporal scalability of a bitstream.  

The hierarchically organized Group of Pictures (GOP) allows for many levels of 

temporal scalability, as depicted in Fig. 8.2. The number of levels depends on the 

number of consecutive B-frames in GOP. 

Dropping of frames marked as B1, B3, B4 and B6 in Fig. 8.2 causes the decrease of 

temporal resolution by a factor of 2. Further dropping of frames marked as B2 and B5 

causes the decrease of temporal resolution of given video sequence to ¼ of the original 

frame-rate. 
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I1 B1 B2 B3 B4 B5 B6 P2P1

full frame-rate

½ of full frame-rate

¼ of full frame-rate

 

Fig. 8.2. The structure of GOP that allows for 3 levels of temporal scalability. 

 

The technique of B-frames dropping used in order to achieve temporal scalability is 

simple and gives subjectively good results in the output video. This technique was 

adopted in most of scalable profiles of hybrid video coders (e.g. MPEG-2, H.263, 

MPEG-4, SVC [ISO94, ITU05, ISO98, JVT06-02]). Dropping of some arbitrary chosen 

frames from the original video sequence introduces temporal aliasing [Dom99], although 

in most cases this aliasing is hardly visible in decoded video sequence. 

 

 

8.2. Original proposal of joint multiresolution coding of motion vectors 

in B-frames 

 

In bidirectionally coded frames all kinds of motion-compensated prediction can be 

exploited: forward prediction, backward prediction and bidirectional prediction. 

Therefore each coded block can be predicted using one or two motion vectors. However, 

as concluded in Chapter 5, there is very high similarity between estimated motion 

vectors from low-resolution video sequence and estimated motion vectors from high-

resolution video sequence, especially in B-frames.  

On the other hand, the author’s experiments from Chapter 4 proved that usually, 

motion vector prediction error is significantly lower in B-frames than in P-frames 

[Lan06]. Other author’s experiments, not presented in this dissertation, showed, that in 

SVC video codec, inter-layer motion prediction mode in B-frames is chosen very often. 
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Summarizing, during the designing stage of the technique of joint multiresolution 

motion representation in B-frames, the following circumstances were taken into 

consideration: 

• high correlation exists between motion vectors from low-resolution layer and 

high-resolution layer, 

• motion vector prediction errors are very low in B-frames, 

• inter-layer motion vector prediction mode is chosen very often in B-frames in 

SVC video codec. 

Originally, inter-layer motion prediction mode is signaled in SVC bitstream using at 

least two syntax elements for each macroblock, as described in Section 7.7.2. Such an 

approach generates quite large, constant sub-bitstream of additional data that has to be 

sent to the decoder (the bitrate of this sub-bitstream is about 24 kbps for CIF video 

sequence and about 95 kbps for 4CIF video sequence). 

The original author’s proposal presented in this chapter introduces fixed inter-layer 

motion prediction in B-frames. This inter-layer motion information prediction mode is 

not explicitly signaled in a bitstream. Instead, inter-layer motion inference is made 

always when motion-compensated prediction is used in a low-resolution base layer. The 

possible motion predictions in modified SVC codec are showed in Fig. 8.3. 

 

 

 

Fig. 8.3. Motion vectors prediction used in modified joint multiresolution coding of 

motion vectors in B-frames.  
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Since the rescaled motion vectors from the base layer have lower accuracy than the 

motion vectors estimated in the enhancement layer, the extension of given algorithm has 

been proposed as well. The modified algorithm assumes sending ¼-pel correction value 

for each motion vector interpolated from the low-resolution layer in order to increase the 

accuracy of motion vectors and refine motion vector field. Consequently two new 

methods of motion vectors coding in B-frames have been proposed and experimentally 

tested: 

• implicit prediction of the motion data from low-resolution layer (referred to as 

INTER-B#1), 

• implicit prediction of the motion data from low-resolution layer and ¼-pel 

motion vectors refinement (referred to as INTER-B#2). 

 

 

8.3. Modification of SVC codec 

 

The proposed algorithms have been implemented in version 4.2 of the SVC 

reference software. The algorithm of B-frames coding has been modified in such a way 

that interpolated motion vectors from low-resolution layer are used in order to perform 

motion-compensated prediction in B-frames. The type of motion-compensated 

prediction (forward, backward or bi-directional) and partitioning of a macroblock in the 

enhancement layer are derived from the data of the co-located macroblock from the base 

layer. Additionally, refining ¼-pel motion estimation is performed for the latter 

proposed algorithm (INTER-B#2). 

When the co-located macroblock from the base layer is not coded using motion-

compensated prediction (intra coded macroblock), then corresponding macroblock in 

high-resolution layer is coded using regular SVC syntax and semantics. 

The syntax of a bitstream has been modified: syntax elements that were originally 

used in order to signal inter-layer motion prediction are no longer present in a bitstream, 

according to Tab. 8.1. 
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Tab. 8.1. Multiresolution coding of motion vectors in B-frames, techniques and 

bitstream syntax. 

 

 available modes of motion 
vectors encoding 

syntax elements present 
in a bitstream 

standard 
coding 
(SVC) 

– standard intra-layer prediction 
– inter-layer prediction 
– inter-layer prediction + ¼-pel 
refinement 

base_mode_flag 
base_mode_refinement_flag 

proposal #1 
(INTER-B#1) 

– inter-layer prediction 
– 

proposal #2 
(INTER-B#2) 

– inter-layer prediction + ¼-pel 
refinement 

– 

 

In intra coded frames (I-frames) and in frames coded using unidirectional prediction 

from the past only (P-frames), the compression efficiency, as well as bitstream syntax 

and semantics are exactly the same as in standard SVC video codec. Therefore the 

performance of coding of I-frames and P-frames is not affected by the originally 

proposed techniques.  

 

 

8.4. Joint multiresolution coding of motion vectors in B-frames – 

experimental results 

 

The comparison of the efficiency of proposed algorithms of joint multiresolution 

motion vectors coding in B-frames have been performed for the CIF sequences Bus, 

Foreman, Football and Mobile using modified SVC scalable codec (version 4.2).  The 

coder was set for producing two spatial layers and two temporal layers. The temporal 

scalability was achieved using dropping of B-frames. For each video sequence the 

achieved bitrate was measured for different techniques of joint multiresolution coding of 

motion vectors in B-frames. The bitrates of motion vector residuals sub-bitstream, 

transform coefficients sub-bitstream and control data sub-bitstream were measured as 

well. The subjective evaluations of the quality of the encoded video sequences Bus and 

Mobile were performed using the SSMM technique described in Section 1.5.  The 

complexity has been estimated for each of the proposed method of motion vectors 

representation in B-frames. 
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The following parameters have been set in the configuration file of the encoder: 

– period between I frames: 96, 

– group of pictures: I-B-P-B-P, 

– number of reference frames: 3, 

– entropy coding: CABAC, 

– range of motion estimation +/- 96 samples (full-pel units), 

– adaptive inter-layer prediction, 

– range of low-resolution bitrate: 70 kbps – 280 kbps. 

– range of high-resolution bitrate: 200 kbps – 1000 kbps. 

 

In all diagrams, the bitrate of high-resolution layer is denoted as BE, while the overall 

bitrate is denoted as B. The variants of modified SVC codec are denoted using the 

symbols given in Tab. 8.1. 

 

 

8.4.1. Bitrate and distortion 

 

The achieved bitrate and the values of PSNR in tested sequences for different 

quantization parameter QP are shown in Tab. 8.2 – Tab. 8.5. Rate-distortion curves for 

all test sequences are depicted in Fig. 8.4 – Fig. 8.7. The proposed algorithms change the 

performance of coding of B-frames only (temporal enhancement layer). Therefore, in 

Fig. 8.8 – Fig. 8.11 the values of PSNR are shown in consecutive B-frames for all test 

sequences, for the given value of quantization parameter QP. In Tab. 8.6 the average 

decreases of PSNR ∆PSNR in B-frames are given for all test sequences. 

 

Tab. 8.2. Bitrate (kbps) and PSNR (dB) in Bus (352×288, IBPBP) sequence using 

joint multiresolution coding of motion vectors in B-frames in SVC video codec.  

(kbps)/(dB) QP=31 QP=33 QP=35 QP=37 QP=38 

base layer 239.5/33.48 184.5/31.93 142.3/30.50 107.3/29.02 95.5/28.43 

SVC 764.4/33.81 578.6/32.34 441.5/31.00 327.9/29.56 291.5/29.00 

INTER-B#1 804.9/33.35 605.9/31.85 452.7/30.46 329.8/28.99 289.2/28.41 

en
h

an
ce

m
en

t 
la

ye
r 

INTER-B#2 784.7/33.58 593.1/32.10 449.8/30.73 331.7/29.26 291.5/28.68 
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Tab. 8.3. Bitrate (kbps) and PSNR (dB) in Football (352×288, IBPBP) sequence 

using joint multiresolution coding of motion vectors in B-frames in SVC video codec.  

(kbps)/(dB) QP=33 QP=35 QP=37 QP=39 QP=41 

base layer 279.6/33.02 219.4/31.74 167.0/30.51 129.3/29.26 99.3/28.12 

SVC 603.7/33.86 475.9/32.64 361.7/31.36 275.5/30.21 213.3/29.14 

INTER-B#1 615.8/33.34 473.8/32.06 352.1/30.80 262.1/29.65 200.2/28.56 

en
h

an
ce

m
en

t l
ay

er
 

INTER-B#2 608.4/33.48 472.8/32.22 354.5/30.95 267.6/29.80 203.2/28.71 

 

Tab. 8.4. Bitrate (kbps) and PSNR (dB) in Foreman (352×288, IBPBP) sequence 

using joint multiresolution coding of motion vectors in B-frames in SVC video codec.  

(kbps)/(dB) QP=25 QP=27 QP=29 QP=31 QP=33 

base layer 211.4/39.84 163.4/38.43 127.8/37.10 99.0/35.65 78.4/34.28 

SVC 614.3/39.74 441.5/38.53 330.4/37.39 245.4/36.09 187.2/34.88 

INTER-B#1 645.5/39.24 450.4/38.02 331.0/36.88 237.5/35.62 189.1/34.60 

en
h

an
ce

m
en

t l
ay

er
 

INTER-B#2 636.5/39.44 451.4/38.23 336.3/37.09 245.2/35.83 185.7/34.65 

 

Tab. 8.5. Bitrate (kbps) and PSNR (dB) in Mobile (352×288, IBPBP) sequence using 

joint multiresolution coding of motion vectors in B-frames in SVC video codec.  

 (kbps)/(dB) QP=32 QP=33 QP=35 QP=37 QP=39 

base layer 202.4/31.68 169.9/30.71 127.2/29.13 91.7/27.57 69.6/26.11 

SVC 961.6/32.15 790.6/31.26 559.3/29.82 373.5/28.27 261.8/26.85 

INTER-B#1 1012.2/31.77 833.7/30.82 586.5/29.29 383.5/27.72 266.6/26.29 

en
h

an
ce

m
en

t l
ay

er
 

INTER-B#2 978.9/31.97 806.0/31.06 568.9/29.61 379.2/28.07 266.6/26.66 

 

In all experiments the bitrate achieved by modified codecs increased. Since motion 

vectors in the enhancement layer are not estimated for B-frames, higher prediction errors 

need to be compensated by the additional transform coefficients that are transmitted in a 

bitstream. 

The R-D curves in Fig. 8.4 – 8.7 allow for the comparison of average compression 

efficiency. 
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Fig. 8.4. R-D curves for various techniques of motion vectors coding in B-frames in 

Bus sequence (352×288); SVC video codec. 

 

 

Fig. 8.5. R-D curves for various techniques of motion vectors coding in B-frames in 

Football sequence (352×288); SVC video codec. 
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Fig. 8.6. R-D curves for various techniques of motion vectors coding in B-frames in 

Foreman sequence (352×288); SVC video codec. 

 

Fig. 8.7. R-D curves for various techniques of motion vectors coding in B-frames in 

Mobile sequence (352×288); SVC video codec. 
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The decreases of average PSNR were observed in all tested video sequences. Since 

the PSNR in I-frames and P-frames does not depend on the technique of motion vector 

coding in B-frames, in the figures below, the PSNR in consecutive B-frames is 

compared for different techniques of motion vectors coding. 

 
Fig. 8.8. The values of PSNR in B-frames for various techniques of motion vectors 

coding in Bus sequence (352×288); SVC video codec, QP=33. 

 

 

Fig. 8.9. The values of PSNR in B-frames for various techniques of motion vectors 

coding in Football sequence (352×288); SVC video codec, QP=35. 
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Fig. 8.10. The values of PSNR in B-frames for various techniques of motion vectors 

coding in Foreman sequence (352×288); SVC video codec, QP=27. 

 

Fig. 8.11. The values of PSNR in B-frames for various techniques of motion vectors 

coding in Mobile sequence (352×288); SVC video codec, QP=33. 

 

The decrease of PSNR in B-frames depends on the content of a video sequence. 

However, inside the given sequence it is almost constant. The average values of the 

decrease of PSNR in B-frames have been estimated and are presented in Tab. 8.6. 
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Tab. 8.6. Average decrease of PSNR in B-frames as compared with SVC codec for 

various techniques of motion vectors coding. 

 

 Average decrease of PSNR in B-frames, ∆PSNR (dB) 

 Bus Football Foreman Mobile 

INTER-B#1 0.985 0.987 1.007 0.866 

INTER-B#2 0.487 0.771 0.597 0.390 

 

The average decrease of PSNR in the temporal enhancement layer varies from 

0.39dB to 1.007dB. The decrease of B-frames quality was definitely lower when the 

additional stage of ¼-pel motion vectors refinement was used (INTER-B#2). 

 

8.4.2. The bitrate of motion vector residuals sub-bitstream 

 

In Fig. 8.12 – Fig. 8.15 the portion of the bitrate of motion vector residuals sub-

bitstream pmv in the overall bitrate is shown for various methods of motion vectors 

coding in B-frames. 

 

Fig. 8.12. The percentage of the bitrate of motion vector residuals sub-bitstream in 

the overall bitrate for various techniques of motion vectors coding in B-frames in Bus 

sequence (352×288); SVC video codec. 
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Fig. 8.13. The percentage of the bitrate of motion vector residuals sub-bitstream in 

the overall bitrate for various techniques of motion vectors coding in B-frames in 

Football sequence (352×288); SVC video codec. 

 

 

 

Fig. 8.14. The percentage of the bitrate of motion vector residuals sub-bitstream in 

the overall bitrate for various techniques of motion vectors coding in B-frames in 

Foreman sequence (352×288); SVC video codec. 

10% 

15% 

20% 

25% 

30% 

150 250 350 450 550 650 

B E (kbps) 

p mv   (%) 

SVC

INTER-B#1

INTER-B#2

5% 

10% 

15% 

20% 

25% 

150 250 350 450 550 650 

B E  (kbps) 

p mv   (%) 

SVC

INTER-B#1

INTER-B#2



 250 

Since no motion vector residuals were transmitted in B-frames when INTER-B#1 

algorithm of motion vectors representation was used, the percentage of the motion 

vector residuals sub-bitstream in the overall bitstream was the lowest for this algorithm. 

In Bus and Football sequences, also INTER-B#2 techniques caused the decrease of 

percentage of motion vector residuals bitrate.  

 

 

Fig. 8.15. The percentage of the bitrate of motion vector residuals sub-bitstream in 

the overall bitrate for various techniques of motion vectors coding in B-frames in Mobile 

sequence (352×288); SVC video codec. 
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sub-bitstream in the overall bitstream was the highest when INTER-B#2 algorithm was 

used. It means that many ¼-pel refinements of motion vectors were present in a 

bitstream. This phenomenon is explained by the achieved percentage of transform 

coefficients bitrate in the overall bitrate for Mobile sequence, which is depicted in the 

following section. 

 

 

 

 

5% 

10% 

15% 

20% 

25% 

250 450 650 850 1050 

B E (kbps) 

p mv   (%) 

SVC

INTER-B#1 

INTER-B#2 



 251 

8.4.3. The bitrate of transform coefficients sub-bitstream  

  

In Fig. 8.16 – Fig. 8.19 the percentage of the bitrate of transform coefficients sub-

bitstream pcoeff in the overall bitrate is shown for various methods of motion vectors 

coding in B-frames.  

 

Fig. 8.16. The percentage of the bitrate of transform coefficients sub-bitstream in the 

overall bitrate for various techniques of motion vectors coding in B-frames in Bus 

sequence (352×288); SVC video codec. 

 

Fig. 8.17. The percentage of the bitrate of transform coefficients sub-bitstream in the 

overall bitrate for various techniques of motion vectors coding in B-frames in Football 

sequence (352×288); SVC video codec. 
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Fig. 8.18. The percentage of the bitrate of transform coefficients sub-bitstream in the 

overall bitrate for various techniques of motion vectors coding in B-frames in Foreman 

sequence (352×288); SVC video codec. 

 

 

 

Fig. 8.19. The percentage of the bitrate of transform coefficients sub-bitstream in the 

overall bitrate for various techniques of motion vectors coding in B-frames in Mobile 

sequence (352×288); SVC video codec. 
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In all cases, the percentage of transform coefficients sub-bitstream in the overall 

bitstream increases significantly when no motion vector residuals are transmitted in a 

bitstream (INTER-B#1 technique). Since the interpolated motion vectors from the base 

layer are less accurate, the encoder needs to send more transform coefficients in order to 

compensate less accurate prediction. However, when additional ¼-pel refinements of the 

motion vectors were send (INTER-B#2 technique), the percentage of the transform 

coefficients sub-bitstream decreases. 

In Mobile video sequence, the percentage of transform coefficients in the overall 

bitstream is almost the same for INTER-B#2 algorithm as for original SVC algorithm of 

motion vectors coding in B-frames. This is because the motion in Mobile sequence is 

rather slow and smooth. In this video sequence motion fields estimated for low 

resolution video and high resolution video are very similar (see Fig. 5.12, Fig. 5.24, Tab. 

5.4 and Tab. 5.10). Therefore, interpolated motion vectors from the base layer that are 

refined with the ¼-pel residual values allow for efficient motion-compensated prediction 

in the enhancement layer. It explains the phenomenon of the increase of the percentage 

of motion vector residuals in a bitstream (Fig. 8.15). Moreover, the decrease of average 

PSNR in B-frames as compared with standard SVC codec was also the lowest in Mobile 

video sequence (0.39dB in Tab. 8.6). 

 

 

8.4.4. The bitrate of control data sub-bitstream  

 

In SVC codec a significant part of a bitstream consist of control data. In this 

experiment, all syntax elements present in a bitstream except the transform coefficient 

residuals and motion vector residuals were considered to be the control data. In Fig. 8.20 

– Fig. 8.23 the percentage of the bitrate of control data sub-bitstream pcontrol in the 

overall bitrate is shown for various methods of motion vectors coding in B-frames.  
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Fig. 8.20. The percentage of the bitrate of control data sub-bitstream in the overall 

bitrate for various techniques of motion vectors coding in B-frames in Bus sequence 

(352×288); SVC video codec 

 

Fig. 8.21. The percentage of the bitrate of control data sub-bitstream in the overall 

bitrate for various techniques of motion vectors coding in B-frames in Football sequence 

(352×288); SVC video codec. 
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Fig. 8.22. The percentage of the bitrate of control data sub-bitstream in the overall 

bitrate for various techniques of motion vectors coding in B-frames in Foreman 

sequence (352×288); SVC video codec. 

 

 

 

Fig. 8.23. The percentage of the bitrate of control data sub-bitstream in the overall 

bitrate for various techniques of motion vectors coding in B-frames in Mobile sequence 

(352×288); SVC video codec. 
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When joint multiresolution coding of the motion vectors in B-frames were applied, 

the percentage of control data sub-bitstream in the overall bitstream decreased at the cost 

of the increase of transform coefficients sub-bitstream percentage. 

Interestingly, the bitrate of control data sub-bitstream in original SVC codec is in 

most cases higher than the bitrate of motion vector residuals sub-bitstream. 

 

8.4.5. Subjective evaluation of the quality 

 

In order to verify the results obtained in Section 8.4.1, the subjective quality 

evaluation of the encoded video sequences was performed for the proposed methods of 

motion vector representation in B-frames of the SVC codec. The Single Stimulus 

Multimedia (SSMM) method of subjective assessment of quality was applied [Bar04]. 

Because of economical reasons, only two video sequences were evaluated (Bus and 

Mobile). Each sequence was encoded with two different values of quantization 

parameter QP. The results of the subjective assessments are depicted in Fig. 8.24 and 

Fig. 8.25. 

 

Fig. 8.24. The results of subjective assessment of the quality of Bus sequence for 

various techniques of inter-layer prediction of motion vectors, enhancement layer 

(352×288). Results are given as mean opinion score. 
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In the subjective quality tests performed for Bus video sequence encoded with the 

value of quantization parameter QP=31, the highest value of Mean Opinion Score 

(MOS=6.65) was achieved for the original SVC scalable codec without any 

modifications. When the author’s techniques of joint multiresolution coding of the 

motion vectors in B-frames were applied, the value of MOS was equal to 6.2 (INTER-

B#1 algorithm) and equal to 6.3 (INTER-B#2 algorithm). In the tests performed for 

video sequence encoded with higher value of quantization parameter QP=38, Mean 

Opinion Score values were almost identical for the original SVC codec (MOS=4.94) and 

for the INTER-B#2 variant of joint coding of the motion vectors in B-frames 

(MOS=4.97).  

 

Fig. 8.25. The results of subjective assessment of the quality of Mobile sequence for 

various techniques of inter-layer prediction of motion vectors, enhancement layer 

(352×288). Results are given as mean opinion score. 

 

In the subjective quality evaluation performed for Mobile video sequence, the 
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for the original SVC video codec. The codec using INTER-B#1 technique achieved the 
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8.4.6. Complexity estimation 

 

There has been made a comparison of complexity of the proposed solutions with the 

original SVC technique of motion vectors coding in B-frames. In Tab. 8.7 and Tab. 8.8 

the execution time of encoding and decoding is given for various techniques of motion 

vector representation. Benchmarks of the encoder were performed by encoding of 100 

frames of the sequences Bus and City with the constant quantization parameter QP=32. 

Benchmarks of the decoder were performed by decoding the bitstreams that contain 150 

frames of the sequence Bus with the overall bitrates of about 400 kbps and about 1000 

kbps. For higher accuracy, encoder and decoder executables were benchmarked three 

times and average execution times were calculated.  All experiments were performed on 

a workstation with double Intel Xeon 3.6 GHz processors, 2GB of RAM and with 

Windows XP Professional installed. 

Relative values of execution time have been calculated in reference to original SVC 

software.  

 

Tab. 8.7. Execution time of encoder for various techniques of inter-layer prediction of 

motion vectors in SVC video codec 

 

 CIF (~700kbps) 4CIF (~1500kbps) 

 average encoding 

time of one frame  

tE (s) 

relative to 

original SVC 

100⋅
SVCE

E

t

t
(%) 

average encoding 

time of one frame  

tE (s) 

relative to 

original SVC 

100⋅
SVCE

E

t

t
 (%) 

SVC (
SVCEt ) 3.804 100 11.17 100 

INTER-B#1 1.516 39.8 3.986 35.7 

INTER-B#2 1.569 41.3 4.004 35.9 

 

The proposed algorithms of motion vectors representation in B-frames reduce the 

time needed to perform the encoding operation. The difference in encoding time is huge: 

the encoder performs more than two times faster (for CIF sequence) and almost three 

times faster (for 4CIF sequence) when joint multiresolution coding of motion vectors is 

used in B-frames.  
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When either of the proposed algorithms is used, encoder does not need to perform 

motion estimation in B-frames for most of the macroblocks, since motion vectors are 

predicted from the the base layer. On the other hand, the R-D decision process for B-

frames in the enhancement layer is much less complex: when macroblock in the base 

layer is coded using motion-compensated prediction, then prediction mode of the 

macroblock in enhancement layer is the same as the prediction mode of the macroblock 

in the base layer. 

 

Tab. 8.8. Execution time of decoder for various techniques of inter-layer prediction of 

motion vectors in SVC video codec 

 

 ~400 kbps (CIF) ~1000kbps (CIF) 

 average decoding 

time of one frame  

tD (ms) 

relative to 

original SVC 

100⋅
SVCD

D

t

t
(%) 

average decoding 

time of one frame  

tD (ms) 

relative to 

original SVC  

100⋅
SVCD

D

t

t
(%) 

SVC (
SVCDt ) 102.718 100 106.6 100 

INTER-B#1 90.858 88.5 98.933 92.8 

INTER-B#2 90.924 88.5 99.342 93.2 

 

The decoding time is also shorter when joint multiresolution motion vector coding is 

used in the enhancement layer (Tab. 8.8). The decoder performed 11.5% faster for CIF 

video sequences and about 7% faster for 4CIF video sequence. The gain is achieved 

from simplified parsing of the bitstream for B-frames. 

 

8.5. Conclusions 

 

There has been proposed an original technique of joint multiresolution representation 

of motion vectors in temporally scalable video codec. The following two variants of 

motion vectors representation in B-frames have been implemented and experimentally 

tested: 

• motion information prediction from the low-resolution layer without signaling of 

a macroblock prediction mode in a bitstream (referred to as INTER-B#1), 
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• motion information prediction from the low-resolution layer without signaling of 

a macroblock prediction mode in a bitstream and additional refinement of 

obtained motion vectors to ¼ -pixel accuracy (referred to as INTER-B#2).  

In the proposed algorithms motion vectors in B-frames in the enhancement layer are 

not estimated. Instead, in order to perform motion-compensated prediction, interpolated 

motion vectors from the base layer are used.  

There has been performed the comparison of the proposed algorithms against the 

original SVC technique of motion vectors coding in B-frames. 

Since motion vectors are not estimated in B-frames in the enhancement layer, the 

average PSNR decreased in all cases when the author’s techniques were used. When 

INTER-B#1 method of motion vectors encoding in B-frames was applied, the decrease 

of PSNR in B-frames varied from 0.29 dB in Mobile sequence (Fig. 8.11) up to 1.47 dB 

in Football and Foreman video sequences (Fig. 8.9 and Fig. 8.10 respectively). The 

average decrease of PSNR in B-frames was relatively large in all test sequences when 

INTER-B#1 method is used (0.87-1.01 dB, see Tab. 8.6).  

When the additional ¼-pel motion estimation was performed in order to increase the 

accuracy of the motion vectors in the enhancement layer (algorithm INTER-B#2), the 

decrease of PSNR in B-frames varied from 0.18 dB in Mobile sequence (Fig. 8.11) up to 

1.15dB in Football video sequences (Fig. 8.9). The average decrease of PSNR in B-

frames was the highest in Football video sequence (0.77dB). Since motion within 

Football sequence is fast and complex, the prediction of the motion vectors from low-

resolution layer was not efficient. On the other hand, the lowest decrease of PSNR in B-

frames appears in Mobile video sequence (0.39dB). Since motion in Mobile sequence is 

slow and smooth, the inter-layer motion prediction was very efficient.  

These results are consistent with the results obtained in Chapter 5, where the highest 

correlation of the motion vectors estimated for different spatial resolutions were 

observed in video sequences with slow and smooth motion. On the other hand, in the 

case of fast and rough motion the correlation of motion vectors is lower, thus the inter-

layer motion prediction is less efficient. 

R-D curves from Fig. 8.4 – Fig. 8.7 show, that INTER-B#2 method introduces 

significantly lower degradation of average video quality than INTER-B#1 technique, as 

compared to the original SVC algorithm. The subjective comparisons of the efficiency 

of proposed algorithms (Fig. 8.24 and Fig. 8.25) confirm the results obtained using 

PSNR measure. 
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Importantly, the proposed algorithms do not affect the efficiency of encoding of I-

frames and P-frames. The distortions in these frames are constant regardless used 

algorithm (INTER-B#1, INTER-B#2 or SVC).  

A huge advantage of proposed techniques is a significant decrease of complexity of 

the codec: the encoder performs 60%-65% faster when INTER-B#1 method is used and 

58%-64% faster when INTER-B#2 method is used (Tab. 8.8). Also the decoder 

performs 7%-11% faster when INTER-B#1 method is used and 6%-11% faster when 

INTER-B#2 method is used (Tab. 8.9). 

The differences in execution time of the encoder and the decoder are enormous as 

compared with SVC codec. It is very important that there is no loss of the quality in I-

frames and P- frames. The decrease of quality appears only in B-frames, which are not 

used as reference frames. Moreover, B-frames are used in SVC codec in order to achieve 

temporal scalability, as described in Section 8.1. Thus, when B-frames are dropped in 

spatially enhancement layer, they do not impact the quality of remaining frames. 

Since the efficiency of encoding of I-frames and P-fames is not affected and the 

encoding time for B-frames is significantly reduced, the author’s proposal of joint 

multiresolution coding of motion vectors in B-frames allows for achieving complexity 

scalability. Low-complex profile of B-frames coding can be used in order to encode a 

video sequence with doubled temporal resolution.  

There have been also examined the impact of the proposed techniques of B-frames 

coding on the content of the bitstream. Joint multiresolution coding of motion vectors in 

B-frames results in a decrease of a control data percentage in the overall bitstream, as 

depicted in Fig. 8.20 – Fig. 8.23. The decrease varies from 2% (Fig. 8.21, Football, 

INTER-B#2) to 5% (Fig. 8.22, Foreman, INTER-B#1). 

On the other hand, the portion of motion vector residuals in a bitstream is the highest 

when standard SVC coding of B-frames is applied (Fig. 8.12 – Fig. 8.14), except Mobile 

sequence, for which, the highest percentage of motion vector residuals is achieved using 

INTER-B#2 algorithm. 

The decrease of motion vector residuals sub-bitstream is balanced by the increase of 

transform coefficients sub-bitstream. In all cases the highest percentage of transform 

coefficients sub-bitstream in the overall bitstream was achieved when INTER-B#1 

algorithm was used: lower efficiency of the motion-compensated prediction needed to be 

compensated by additional transform coefficients transmitted in a bitstream. 
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Summarizing, the largest part of a bitstream makes up transform coefficients (35%-

78%), motion vector residuals make up 7%-28% and control data make up 15%-36% of 

the overall bitstream. 

 

8.6. Summary 

 

The proposed algorithms of joint multiresolution motion vectors coding in bi-

directionally, non-referenced pictures allow for simple and very fast encoding of B-

frames in the enhancement layer. The encoder does not need to perform motion 

estimation and mode decision for each macroblock:  

1. When a co-located macroblock from the base layer is coded using motion 

compensated-prediction, then their motion vectors are rescaled and re-use in the 

enhancement layer. Additionally, ¼-pel refinement is applied to interpolated 

motion vectors when the second proposed algorithm (INTER-B#2) is used. 

2. When a co-located macroblock from the base layer is coded using intra prediction, 

then intra prediction is applied in the enhancement layer as well.  

The decrease of quality in B-frames is acceptable, especially when INTER-B#2 

algorithm is used. The results of experimental tests proved that refining the accuracy of 

motion vectors to ¼-pel is not complex and can be performed very fast, using existing 

tools available in standard SVC encoder.  Therefore, the proposed solution provides 

complexity scalability for SVC codec. Joint multiresolution motion vectors coding in B-

frames allows for an easy increase of the temporal resolution of the transmitted video 

sequence in the enhancement layer with almost no impact on the encoder’s complexity. 
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Chapter 9. 

Results and conclusions 
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9.1. Results 

 

The author focused his efforts on developing new, efficient methods of 

representation of motion vectors in scalable video coding with spatial and temporal 

scalability. The goal was to find either algorithms that result in better compression 

efficiency or algorithms with lower complexity and comparable compression efficiency 

to the ones offered by existing techniques of motion vectors coding in applications to 

multiresolution video representation. 

• At the beginning of this dissertation, a problem of multiresolution representation 

of motion vectors in video compression has been formulated. The problem 

regards motion vector estimation and motion vector coding in a scalable video 

codec.  

In order to develop an efficient solution for motion representation in scalable video 

coding, series of preliminary studies and experiments have been performed, including:  

• Review of techniques of multiresolution video representation – scalable video 

coding (Chapter 2); 

• Review of algorithms used in motion-compensated prediction (Chapter 3); 

• Studies of existing techniques of motion vectors representation in non-scalable 

codecs (Chapter 3); 

• Experimental investigations of the efficiency of the most advanced techniques of 

motion vector representation in non-scalable codecs (Chapter 4); 

• Studies and investigations of the efficiency of entropy coding of motion vector 

residuals using Exp-Golomb codes and CABAC (Chapter 4); 

• Studies and experiments in order to improve motion vector prediction efficiency 

by employing methods used in signal processing (vector median filtering – 

Chapter 4); 

• Experimental investigations of multiresolution motion vector fields with a 

special focus on the correlation between motion vectors estimated independently 

for various spatial resolutions of the same video sequence (Chapter 5). 

The considered techniques of motion vectors coding, based on component-wise 

prediction using spatially adjacent blocks, proved to be very efficient. However, high 

correlation between motion vectors estimated for low-resolution video and motion 

vectors estimated for high-resolution video, which has been revealed in Chapter 5, 
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encouraged the author to exploit this correlation in order to improve further the 

compression efficiency. 

In the first proposal of multiresolution motion vector representation, described in 

Chapter 6, further increase of the correlation between motion vectors from a low-

resolution layer (the base layer) and high-resolution layer (the enhancement layer) has 

been achieved by motion estimation based on optical flow technique. Obtained motion 

vectors were coded as follows: 

• in the base layer, motion vectors were spatially predicted according to the 

AVC/H.264 algorithm, 

• in the enhancement layer, motion vectors were jointly coded together with 

motion vectors from the base layer, using differential scheme with median 

prediction of residual values. 

Unfortunately, the first proposal has not improved the overall coding efficiency. On 

the one hand, worse motion-compensated prediction of samples increased prediction 

residuals, on the other hand the proposed method of joint motion vector encoding in 

enhancement layer did not outperform the original AVC/H.264 prediction scheme. 

Consequently, a new method of multiresolution motion vectors coding, called 

Implicit Inter-Layer Prediction (IILP), has been developed by the author of this 

dissertation. During designing of the IILP technique the following assumptions were 

made: 

• the performance of a motion-compensated prediction should not be affected, thus 

no modification into motion estimation algorithm should be introduced, 

• existing implicit correlations between motion vectors from the base layer and 

motion vectors from the enhancement layer should be exploited, 

• the efficiency of current technique of motion vector coding should not be 

affected, thus new algorithm should extend the existing technique (median, 

component-wise prediction), 

IILP method of inter-layer motion vectors prediction, presented in Chapter 7, fulfils 

the above mentioned expectations. In this proposal, motion vectors from the base layer 

are exploited when the actual context for the currently coded motion vector in the 

enhancement layer is not satisfactory in the sense of motion vector prediction. In these 

cases, the co-located motion vector from the base layer is used. 
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The IILP algorithm developed by the author, improves the efficiency of motion 

vectors prediction up to 30%. A decrease of the average motion vector prediction 

residual causes an improvement of a total compression efficiency. Objective distortions 

measure – PSNR – gains up to 0.2 dB for a given bitrate. Also values of objective 

quality measure – MOS – were the highest when IILP algorithm was used in a scalable 

video codec. 

It is worth noticing that IILP technique was one of the first successful algorithms of 

inter-layer motion vector prediction, presented for scalable video codec based on 

Advanced Video Coding technology proposed for standardization. 

The proposed method has been experimentally compared with another technique of 

inter-layer prediction of motion vectors, which was used in SVC codec – the scalable 

video codec developed by MPEG committee. The compression efficiency achieved by 

the encoder that used IILP approach was a little worse than compression efficiency of 

the original SVC algorithm. However, the author’s approach is significantly less 

complex and performs about 40% faster than the standard SVC solution. 

Another original technique of multiresolution motion vector representation has been 

presented in Chapter 8. The technique exploits similarities between motion vector fields 

estimated for low-resolution video and high-resolution video in temporally scalable 

codec. The presented modifications are based on high correlations between co-located 

motion vectors in the video frames coded with bidirectional motion-compensated 

prediction (B-frames). The author modified the syntax and the semantics of SVC 

bitstream for B-frames in order to achieve very fast and still efficient method of 

temporal scalability.  

The new proposed algorithm of joint multiresolution coding of motion vectors in B-

frames speeds up SVC encoder up to 65% and speeds up SVC decoder up to 12% with 

the reported decrease of PSNR in B-frames of 0.39dB – 0.77dB, dependent on the 

content of a video sequence. The quality of I-frames and P-frames remains unchanged. 

The proposal introduces the complexity scalability feature into SVC codec. 

Summarizing, the following main original results have been achieved and described 

in this thesis: 

• Estimation of the efficiency of existing techniques of non-scalable motion 

vectors coding (Section 4.2); 

• Comparison of the efficiency and complexity of component-wise motion vector 

prediction versus vector median motion vector prediction (Section 4.3); 
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• Comparison of the efficiency of entropy coding using Exp-Golomb codes versus 

arithmetic coding using CABAC algorithm (Section 4.4); 

• Estimation of correlation between multiresolution motion vector fields, obtained 

by independent motion estimation (Section 5.4); 

• Development of joint motion estimation for various spatial resolutions in scalable 

codec using optical flow technique (Section 6.3.1);  

• Development of joint, differential coding of motion vectors in the enhancement 

layer of scalable video codec using motion vectors from the base layer (Section 

6.3.2); 

The most important achievements of the author that have been presented in this 

dissertation are: 

• Development of IILP technique – an original, very fast method of inter-layer 

motion vector prediction developed for AVC-based scalable video codec 

(Section 7.3); 

• The experimental comparison of the proposed IILP technique against the 

technique originally used in SVC codec (Section 7.8); 

• Proposal of the original algorithm of motion vectors representation in a 

temporally scalable codec; the proposed solution is extremely fast as compared 

with existing techniques (Section 8.2). 

It has been proven that the proposed inter-layer motion vector prediction improves 

the efficiency of motion vectors coding in a scalable video codec. Exploiting motion 

vectors from a low-resolution layer while encoding motion vectors in high-resolution 

layer decreases average motion vector prediction residual and yields in the overall 

compression efficiency. Algorithms proposed in this dissertation are very fast and can be 

successfully applied in real-time scalable video codecs. 

 

 

9.2. Conclusions  

 

The thesis of this dissertation states that there exist correlations between motion vectors 

estimated for different resolutions of the same video sequence. Exploiting these 

correlations should allow for improving the performance of motion vectors coding and 

also improving the overall compression efficiency of a scalable codec. 
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Preliminary studies proved that the existing techniques of motion vector 

representation in advanced, non-scalable hybrid codecs are very efficient. Experimental 

results lead to the following conclusions: 

• The complex motion model used in advanced video coding results in 

heterogeneous motion vector field that has to be compressed in order to transmit 

to a decoder; 

• The median component-wise prediction minimizes motion vector prediction 

residual in most cases; a lot of the prediction residuals (38%-80%) have the 

values of zero;  

• The median prediction performs extremely efficiently in video sequences 

containing slow and moderately slow motion; 

• There is no significant difference in efficiency of the component-wise median 

prediction and the vector median prediction of motion vectors; 

• The context-based arithmetic entropy coding of motion vector residuals is 

definitely more efficient than Exp-Golomb coding in video sequences with fast 

and complex motion; 

• There is implicit correlation between motion vectors estimated in the low-

resolution version of a video sequence and motion vectors estimated from the 

high-resolution version of the same video sequence, even when independent 

motion estimations are performed. 

Very efficient techniques of representation of motion vectors in hybrid video coders 

have been developed over the years. As a result, it is not easy to further improve motion 

vector compression in scalable video codecs. However, several techniques were 

proposed by the author, and they have been presented in this dissertation. 

The performance of the firstly proposed joint motion estimation and joint coding of 

motion vectors in layered scalable codec was not satisfactory. However, another 

technique developed by the author – IILP, which involves implicit inter-layer motion 

prediction, brought improvements in a motion vector coding and overall compression 

efficiency. Joint motion vector coding in B-frames in a temporally scalable codec 

significantly simplify encoding process and speeds up the codec with a minor impact on 

the compression efficiency. 

 

 



 270 

The following conclusions were drawn: 

• In a scalable video coder, the best compression efficiency is achieved when 

independent rate-distortion optimization is used in each layer. Independent R-D 

optimization forces independent motion estimation for each spatial resolution; 

• Interpolated motion vectors from the base layer have lower accuracy, thus their 

usefulness in the enhancement layer is limited. However, ¼-pel refinement of 

interpolated motion vectors significantly improves the efficiency of motion-

compensated prediction; 

• Since median-based motion prediction produces very low residuals, the existing 

intra-layer techniques should be replaced only in some specific cases, when  

achieved results are not satisfactory; 

• In the cases when some of adjacent motion vectors are not available, inter-layer 

motion vectors prediction leads to good results. It significantly decreases motion 

vector prediction residual and improves overall coding efficiency. 

A comparison of the author’s IILP method with the standard technique, in which 

inter-layer motion prediction mode is explicitly signaled in a bitstream (Section 7.8) 

leads to a conclusion that the best results are obtained with a more parameterized motion 

model. Therefore, in modern video coders, control data (including motion parameters) 

constitutes a significant part of a bitstream. An important issue is to find an appropriate 

trade-off between transmitted parameters of a video model and the actual residual data 

like motion vectors and transform coefficients. 

SVC video coding standard is about to be established. Its performance is going to be 

comparable with state-of-the-art AVC/H.264 codec without scalability. The results 

presented in this dissertation were contributed to MPEG during the process of 

standardization. The author hopes that his work was helpful and useful. 
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Annex – Test sequences 

 

In this annex, the test sequences that were used in the experiments are presented. The 

short description of each video sequence is depicted together with the first video frame 

of the sequence. The sequences are presented in an alphabetical order. 

Basket – 
a fragment of basketball 
game. In the foreground 
there are basketball players, 
which are fighting for a 
ball. There is an audience in 
the background. The camera 
slowly moves with 
translational motion. 

 
 

Bus – 
the camera is panning 
towards bus, which is riding 
rapidly in the background. 
In the foreground there is a 
parking car and a fence. 

 
 

Cheer – 
dancing cheerleaders. 
Mostly slow, rotational 
motion in the sequence. 
Almost static background. 
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City – 
a bird’s eye view of the city, 
probably filmed from a 
helicopter. Camera is 
slowly stirring with 
translational motion. 

 
 

Crew – 
crew of space shuttle 
coming out of the building. 
Rapid illumination changes 
caused by cameras flashes. 
Camera is panning the 
walking crew. 

 
 

Football – 
a fragment of American 
football match. In the 
foreground, players are 
moving rapidly in all 
directions, in the 
background there is a 
complex texture: muddy 
grass. Extremely fast and 
complex motion with rapid 
camera panning. 
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Foreman – 
speaking foreman with rich 
facial expression. Head of 
the person is moving 
rapidly. 

 
 

Fun – 
slowly turning carousel. 
Some parts of carousel 
move upward and 
downward alternately. 
There is a riding bus present 
in the background. 

 
 

Ice – 
a scene from ice rink. 
People are skating around. 
Motion is moderate, 
however, locally fast.   
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Mobile – 
a sequence with slow but 
very complex motion. A lot 
of different types of motion: 
rolling ball, moving toy and 
a calendar. Additionally, 
camera is slowly panning. 
Complex texture. 

 
 

Stefan – 
tennis player during his 
match. Fast and complex 
local motion (the player and 
the racquet), static 
background (audience). 

 
 

 

 

 


