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Abstract—In this paper we introduce an algorithm for 

omnidirectional virtual view synthesis based on 

Omnidirectional Video plus Depth (OVD) format. The 

implementation is done on the basis of View Synthesis Reference 

Software (VSRS) developed by MPEG of ISO/IEC. Also, we 

address the problem of lack of benchmark data disallowing 

objective quality assessment. We present a method for 

generating test images in OVD representation along with 

example omnidirectional images and omnidirectional depths, 

called “Poznan Hall 360”. 

Keywords—omnidirectional view synthesis, OVD, DIBR, 

immersive, MPEG-I, 6 DoF 

I. INTRODUCTION 

One of the challenges for the new generation of video 
systems is immersiveness. Classically, a scene is watched on 
a rectangular screen or monitor, which places a user in a 
position external to the scene. This is true even for most of 3D 
stereoscopic system. In the envisioned immersive systems, a 
user is expected to be inside a scene and possibly interact with 
it. One of the considered solutions is panoramic or 
omnidirectional video, displayed on a Head Mounted Display 
(HMD). 

 

Fig. 1. Omnidirectional virtual view synthesis. 

One of the problems related to omnidirectional video 
formats is that natively they provide capability of changing 
direction of viewing but not the position of viewing. Although 
in many applications a user is not supposed to move 
significantly, e.g. walk, the inability to shift position of the 
head in the virtual scene even slightly (and observe 
perspective change in HMD) causes unpleasant symptoms 

similar to motion sickness, called virtual reality sickness [8]. 
This problem can be solved by allowing a user to move head 
freely and to reflect those movements in the presented content. 
Therefore, there is a need for a synthesis of omnidirectional 
view as seen from virtual position, different than the original 
position of acquisition (Fig. 1). 

In this paper we consider a novel 3D scene representation 
format that allows a user to look around and change position. 
It is composed of omnidirectional video accompanied by 
omnidirectional depth, called Omnidirectional Video plus 
Depth (OVD). As it has been shown in our previous works [1], 
[2], OVD representation can be generated from stereoscopic 
omnidirectional video by means of depth estimation. 
Stereoscopic omnidirectional panoramas are commonly 
captured with e.g. circular cameras (Fig. 2), and thus OVD 
representation is feasible for natural content. 

 

Fig. 2. Commercially available 360 degree camera. 

Up to now, several custom applications for 
omnidirectional rendering have been demonstrated [4], [5], 
[6], [7] but none of them works with OVD format. Other 
representation formats, which support comparable feature set, 
like point-clouds or 3D-mesh-based representations, are not 
image-based and are beyond the scope of this work.  

In this paper, we introduce an algorithm for 
omnidirectional virtual view synthesis based on OVD format. 
The implementation is done on the basis of View Synthesis 
Reference Software (VSRS) developed by Motion Picture 
Experts Group (MPEG) of International Organization for 
Standardization (ISO) and the International Electrotechnical 
Commission (IEC), during the works on 3D and free 
viewpoint television (FTV) [9]. VSRS is commonly used as a 
reference technique for classical, rectangular-image virtual 
view synthesis algorithms evaluation and with the 
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enhancement proposed in this paper would also be used in the 
context of omnidirectional video. 

One of the major problems with works on new immersive 
systems is lack of benchmark data allowing objective quality 
assessment. In this paper we address also this subject, by 
proposing a method for generation of test images in OVD 
representation along with some generated example 
omnidirectional images and omnidirectional depths. 

II. OMNIDIRECTIONAL VIEW SYNTHESIS 

The goal of the omnidirectional virtual view synthesis is 
to create omnidirectional virtual view from any position that 
is different from the position of input omnidirectional view, 
e.g. translated by vector T. The created omnidirectional virtual 
view is expected to look like directly captured with a 360 
degree camera.  

There are many ways to map omnidirectional video to 
rectangular video [13]. One of the most popular in the 
literature is equirectangular projection format (ERP).  

The ERP format is the most widely used projection format 
for representing 360 degree video as a rectangular video. It is 
the default projection format used by Joint Video Exploration 
Team (JVET) [14] of ITU-T SG 16 WP 3 and ISO/IEC JTC 
1/SC 29/WG 11 in works on compression of 360 degree 
materials. 

In this work, we assume that both input omnidirectional 
views and the requested virtual viewpoint use equirectangular 
projection (Fig. 3). 

 

Fig. 3. Representation of 360-degree panorama video in equirectangular 

format. 

In order to create virtual omnidirectional view, each pixel 
in each input omnidirectional view needs to be mapped to 
appropriate position in virtual viewpoint. At first, 3D location 
of each pixel of input omnidirectional view has to be obtained. 

For every pixel (𝑚, 𝑛) in the rectangular input video of 
size (𝑊, 𝐻)  we obtain appropriate direction (𝜑, 𝜃)  in 3D 
space through (1): 

𝜑 = (
𝑚

𝑊
− 0.5) ∙ 2𝜋 ,

𝜃 = (0.5 −
𝑛

𝐻
) ∙ 𝜋  .

 (1) 

From the depth map associated with video, we get depth 
value for the processed point (𝑚, 𝑛). Given the depth map 
format used [3] (e.g. normalized disparity) we can easily 
calculate distance 𝑧 of the given point from the center of the 
omnidirectional viewpoint. 

For direction (𝜑, 𝜃) and the distance 𝑧, exact 3D position 
of the point can be calculated (2): 

𝑋 =    𝑧 ∙ 𝑐𝑜𝑠(𝜃) ∙ 𝑐𝑜𝑠(𝜑) , 
𝑌 =    𝑧 ∙ 𝑠𝑖𝑛(𝜃) , 
𝑍 = −𝑧 ∙ 𝑐𝑜𝑠(𝜃) ∙ 𝑠𝑖𝑛(𝜑) . 

(2) 

Next, 3D point is projected onto a virtual viewpoint sphere 
to create an omnidirectional view of the requested viewpoint. 
Moving of the viewpoint is equivalent to moving of the 
coordinates of all points in 3D space. Thus each 3D point is 
shifted by translation of virtual view point from input 
viewpoint 𝑇 = [𝑇𝑥 𝑇𝑦 𝑇𝑧]  as expressed in following 
equations (3): 

𝑋′ = 𝑋 + 𝑇𝑥 , 
𝑌′ = 𝑌 + 𝑇𝑦 , 

𝑍′ = 𝑍 + 𝑇𝑧 . 
(3) 

For the obtained 3D position (𝑋′, 𝑌′, 𝑍′), with respect to 
virtual viewpoint coordinate system, we can calculate 
direction (𝜑′, 𝜃′) relative to the virtual viewpoint center (4): 

𝜑′ = 𝑡𝑎𝑛−1 (−
𝑍

𝑋
) , 

𝜃′ = 𝑠𝑖𝑛−1 (
𝑌

√𝑋2 + 𝑌2 + 𝑍2
) . 

(4) 

In the end, appropriate pixel position (𝑚′, 𝑛′) in the output 
rectangular video (representing the omnidirectional virtual 
view) can be obtained from direction (𝜑′, 𝜃′)  in 3D space 
through equation (5):  

𝑚′ = (
𝜑′

2𝜋
+ 0.5) ∙ 𝑊 ,

𝑛′ = (0.5 −
𝜃′

𝜋
) ∙ 𝐻  .

 (5) 

Based on a one or two input omnidirectional videos and 
omnidirectional depth in equirectangular projection format 
(ERP) new omnidirectional viewpoint can be rendered by 
means of Depth Image Based Rendering (DIBR) known from 
classical rectangular video. 

III. IMPLEMENTATION 

We have implemented the presented omnidirectional view 
synthesis method in View Synthesis Reference Software 
(VSRS) developed by MPEG [9].  

The general design of VSRS is shown in Fig. 4. Synthesis 
takes place in two separate processing paths - one per each 
input view. In each path, at first the depth map of a rendered 
omnidirectional virtual view is created in depth synthesis 
block. This is performed independently based on both input 
depth maps. Forward depth warping of each pixel from input 
view is used. Next, virtual depth maps are filtered by the same 
set of processing filters already present in VSRS. After that, 
in each path, the texture of virtual view is created by backward 
warping in the view synthesis block. Based on rendered 
omnidirectional virtual depth map a texture of a processed 
input view is being sampled to create variants of virtual view 
texture. The process is ended by application of set of filters 
already present in VSRS. 

Finally, the two variants of texture of virtual views are 
merged together at the view blending stage. All remaining 
holes and regions that could not be rendered due to occlusion 
within the scene are inpainted at the hole-filling and inpainting 
stage. 
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Fig. 4. General overview of the algorithm used in VSRS for virtual view 
rendering. 

Thus, the only steps that has been modified in order to 
support omnidirectional view rendering are depth synthesis 
and view synthesis. The rest of the processing pipeline 
remains unaltered. This means that all quality improvement 
tools in VSRS, including modes for view blending and hole 
filling are not affected. 

IV. TEST METHODOLOGY 

As mentioned in the introduction, the works on new 
immersive systems are hampered by the difficulties in 
objective quality assessment.  

We propose to solve this problem with the usage of view-
resynthesis-based approach. The input omnidirectional view 
at position 𝐴  (Fig. 1) is used to synthesize a virtual 
omnidirectional view at position 𝐵. The quality of the attained 
result is evaluated by comparison with the original 
omnidirectional view in the same position 𝐵.  

Obviously, for this we require at least two omnidirectional 
views of the same scene: captured at positions 𝐴  and 𝐵 . 
Capturing of such test material practically is difficult if we 
consider real scenes and cameras. 

We propose to generate test images and reference ground 
truth depth maps from a 3D model. The ability to directly 
render reference viewpoint in any place in the 3D space allows 
evaluation of omnidirectional depth estimation and 
omnidirectional view synthesis.  

Of course, various objective quality measures can be used. 
Here we mention commonly known Peak Signal-to-Noise 
Ratio (PSNR) and Weighted-Samples PSNR (WS-PSNR) 
[15]. 

V. GENERATION OF OMNIDIRECTIONAL TEST IMAGE 

In order to support the testing methodology presented 
above, we present a 3D model which can be used to render 
synthetic omnidirectional content. The model has been created 
in Blender [12]. This allows modifications and simple 
rendering of the required data. 

The scene presents entrance hall of the building of Faculty 
of Electronics and Telecommunications of Poznan University 
of Technology (Fig. 5). The same hall has been used in 
“Poznan Hall 2” sequence, widely used in experiments related 

to Multiview Video plus Depth (MVD) compression and 
rendering [10]. Therefore, we call this new sequence “Poznan 
Hall 360”. 

The main omnidirectional camera is placed in the middle 
of the hall, allowing a user to look around. Additional 
omnidirectional camera is placed to the left and to the right of 
the main camera. 

All omnidirectional cameras are configured to render 
images and depth maps in equirectangular projection (ERP) 
format. Exemplary rectangular view has been shown in Fig. 6.  

 

 

Fig. 5. Overview of the camera positioning in “Poznan Hall 360” scene. 

 

Fig. 6. Example rectangular view frame of omnidirectional view of the 

proposed “Poznan Hall 360” scene (left) and original photo of the hall for 
comparison (right). 

Instead of creating depth map in Blender’s native z-
distance format, we have applied a processing pipeline 
directly in Blender rendering graph which converts the 
rendered z-buffer from distance measurement 𝑍 to normalized 
disparity format 𝑣. Therefore, the attained depth format is the 
same as usually used in VSRS [11]:  

𝑣 =

1
𝑍

−
1

𝑍𝑓𝑎𝑟

1
𝑍𝑛𝑒𝑎𝑟

−
1

𝑍𝑓𝑎𝑟

∙ 𝑣𝑚𝑎𝑥 . (6) 

We provide (https://svn.multimedia.edu.pl/content) 
rendered images and depth maps in two resolutions: 
2048×1024 and 8196×4096. Of course, images and depth 
maps with other resolution can be rendered out of the provided 
source Blender file.  

VI. RESULTS 

We have used the proposed “Poznan Hall 360” as input 
data for the proposed omnidirectional-view synthesis method. 
Basing on omnidirectional view at position 𝐴 , we have 
synthesized 4 omnidirectional views in different positions, in 
between of position 𝐴  and position 𝐵2.0  (Fig. 5) (index 
expressed in Blender units). At the same positions, also 
references from Blender have been rendered. The quality has 
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been measured with PSNR and WS-PSNR [15]. The results 
are depicted in Table 1. As it can be seen (also c.f. Fig. 7) the 
quality of the synthesized omnidirectional view is quite high, 
which corresponds to PSNRs around 22 to 35dB. 

a) 

 

b) 

 

c) 

 

Fig. 7. Example frame of omnidirectional view of the proposed “Poznan 

Hall 360” scene rendered in Blender (b), corresponding rendered depth 

map (a) and omnidirectional view synthesized in the same position (𝐵2.0) 
with the use of proposed synthesis method (c). 

TABLE I.  OBJECTIVE QUALITY EVALUATION RESULTS IN TERMS OF 

LUMINANCE PSNR AND LUMINANCE WEIGHTED-SAMPLE PSNR 

Position of synthesized 

virtual viewpoint 

PSNR  

[dB] 

WS-PSNR 

[dB] 

𝐵0.5 35.32 34.79 

𝐵1.0 31.94 31.39 

𝐵1.5 25.03 24.50 

𝐵2.0 22.93 22.39 

VII. CONCLUSIONS 

In this paper, we have presented a new omnidirectional 
view synthesis method based on novel Omnidirectional Video 
plus Depth (OVD) format. The method has been implemented 
in MPEG View Synthesis Reference Software (VSRS) [11] 
which enables using it as a reference technique in the future 
research. 

We have also considered evaluation of the quality of 
virtual omnidirectional views. For this, we have proposed a 
methodology based on view re-synthesis and comparison to 
the original view, generated from 3D model. To support this 
methodology, we have provided a 3D model in Blender along 
with generated example views and depth maps, which may be 

used as benchmark test material. The model represents the 
entrance hall of a building of Poznan University of 
Technology – Chair of Multimedia Telecommunications and 
Microelectronics - and thus is called “Poznan Hall 360”. We 
report PSNR and WS-PSNR quality metrics which vary from 
about 22dB to 35dB depending on the position of virtual 
omnidirectional viewpoint. 
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