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ABSTRACT 

 

The paper is within the scope of Video Coding for Machines 

(VCM), where video compression not only caters to human 

viewers but also acts as input to systems engaged in diverse 

machine vision tasks like object detection and tracking. A 

novel compression technique is proposed, which exemplifies 

the proficient utilization of RoIs-based video coding. It 

includes significant modifications to the state-of-the-art 

technique employing image retargeting and also addresses 

the related problem of resolution change. In the novel 

approach presented in this work, due to the proposed 

application of image padding, video frames encoded by an 

Inner Encoder (e.g. a VVC encoder) remain of constant size. 

Experimental evaluation demonstrates significant average 

bitrate reduction, up to 57% with respect to the current 

version of VCM, while maintaining consistent quality across 

various machine vision tasks and encoding scenarios. 

 

Index Terms— Video Coding for Machines, VCM, 

Regions of Interest, RoI, retargeting video, image padding. 

1. INTRODUCTION 

 

Traditional video coding technologies such as Advanced 

Video Coding (AVC), High Efficiency Video Coding 

(HEVC), or Versatile Video Coding (VVC) [1,2,3,4,5,6] are 

primarily designed with human perception in mind. However, 

in today's rapidly evolving landscape, where machine 

processing algorithms are advancing at an unprecedented 

rate, a significant portion of video applications is being 

processed by machines [7,8]. This shift highlights a notable 

misalignment between the intended objectives of 

conventional video coding standards and the emerging 

demands dictated by the necessity of machine vision 

processing. Consequently, there arises a pressing need for the 

development of specialized video coding tools precisely 

attuned to the intricacies of machine vision processing 

requirements, commonly referred to as Video Coding for 

Machine (VCM). 

In light of the dynamic interplay between technological 

advancements and application demands, it becomes evident 

that the conventional paradigm of video coding is 

encountering limitations in meeting the evolving needs of 

machine-centric applications. The disparity between the 

optimization for human perception and the burgeoning 

reliance on machine processing underscores the necessity for 

a paradigm shift in video coding methodologies. Therefore, 

the emergence of VCM represents a pivotal step towards 

addressing this incongruity, offering tailored solutions that 

align with the intricacies of machine vision processing 

(Fig. 1). This necessitates a concerted effort towards the 

development of specialized coding tools that can effectively 

bridge the gap between traditional video coding standards and 

the burgeoning requirements of machine-centric applications. 

Such an effort is currently undertaken within ISO/IEC MPEG 

which aims at the development of a new VCM standard. 
 

 
Fig. 1. The considered general architecture of Video Coding for 

Machines (VCM). 

 

The proposal in this paper is inspired by the technique 

presented by Różek et.al in [9] for VVC codec. As described 

in detail in Section 2, this technique has a drawback 

consisting of resolution change of the encoded frames, which 

we address. The main novelties of our work are: 

• The solution to the problem of resolution change by the 

usage of padding. 

• Improvement and simplification of the technique. 

• Adaptation to MPEG VCM codec. 

 

The proposal solves the problem of a resolution changes 

of the encoded frames in the Inner Encoder and still achieves 

a significant reduction in the video bitrate. Section 3 presents 

the general idea of the proposed method whereas 

experimental results are presented in Section 4. 



2. STATE-OF-THE-ART 

 

In recent years, there has been a notable increase in academic 

interest towards optimizing image and video compression for 

machine vision multi-tasks [10,11,12,13,14,15]. Recently, 

there has been a surge of research aimed at developing 

solutions for video coding that optimize the efficiency of 

machine vision tasks while simultaneously minimizing the 

bitrate for the video. These efforts included exploration of 

various approaches, including refining parameter selection 

[16], rate-distortion optimization [17], and bit allocation 

within existing codecs [18]. Additionally, researchers have 

delved into the creation of end-to-end compression networks 

tailored to machine vision tasks, incorporating specific 

constraints to ensure optimal performance [19, 20]. 

The necessity for a standardized solution in Video 

Coding for Machines has been acknowledged by ISO/IEC 

MPEG. In July 2019, the MPEG Video Coding for Machines 

Ad-Hoc group commenced the development of video coding 

standards devoted to highly efficient compression and 

representation in intelligent machine-vision or hybrid 

machine/human-vision applications [21]. Additionally, in 

2021, JPEG AI issued a call for proposals on learning-based 

coding standards [22]. By the same year, MPEG VCM had 

outlined initial requirements and use cases for various 

application domains such as surveillance, intelligent transport, 

smart city, and smart industry, anticipating a growing reliance 

on machine processing algorithms [23, 24]. The complexity 

and broad range of applications prompted experts to split the 

MPEG VCM standardization process into two tracks: one 

focusing on enhancing classical video compression methods, 

and the other on visual features compression approaches. 

A Call for Proposals (CfP) with updated requirements and 

use cases was released in April 2022, with responses from 

renowned research centers and universities worldwide [25]. 

The ensuing scientific and technical contributions led to the 

establishment of MPEG WG4 activity, fostering further 

advancements through collaboration and competition among 

researchers. As a result, ongoing research in this field largely 

centers around the efforts of the MPEG VCM group, 

positioning them at the forefront in this field.  

In general, the MPEG approach to VCM is codec-

agnostic, e.g. it separates VCM-specific tools from the 

general video codec, called Inner Codec, which may be e.g. 

HEVC or VVC. VCM architecture (Fig. 2) comprises key 

components crucial for adapting video content for machine-

based applications: spatial and temporal resampling, region 

of interest (RoI) encoding, and bit depth truncation [26]. 

Temporal downsampling adjusts the video frame rate by 

omitting certain frames during encoding and interpolating 

them during decoding. Essentially, the encoder may process 

every second, fourth, or eighth frame from the video 

sequence. On the decoder side, the missing frames are 

interpolated using a dedicated neural network. 
 

 
Fig. 2. The current architecture of MPEG VCM, with the scope of 

the paper - RoI-based tools – marked in dotted lines. 

 

Spatial downsampling aims at decreasing the resolution 

of video frames, striving to strike a balance between 

minimizing bit rate and preserving adequate detail for 

effective machine vision recognition. This process also serves 

to reduce the computational complexity of the entire 

encoding procedure. Note: The spatial downsampling tool 

was not defined in MPEG VCM specification at the time of 

research. Further works in this area focused on adaptation of 

Reference Picture Resampling (RPR) technique from VVC to 

reinforce RoI tool considered in this paper. 

Video coding techniques based on Regions of Interest 

(RoI) coding prioritize [27] areas within a video frame that 

are relevant to machine-based tasks. This ensures that these 

areas are encoded with higher fidelity compared to the less 

relevant areas. The RoI tool adapted to MPEG VCM, used as 

a starting point for research in this paper, employs the 

detection of RoIs, which are encoded without modification, 

and graying out of the remaining regions. 

Another tool, bit depth truncation, adaptively reduces the 

dynamic range of the luma component samples, such as 

reducing from 10 bits to 9 bits at the encoder side.  

Ultimately, the processed image or video sequence is fed 

into the Inner Encoder, which can be any video encoder. In 

the current MPEG experiments, considered is VVC [3,4] and 

its modifications. 

To sum up, VCM aims to optimize video encoding for 

machine-learning tasks by minimizing redundant information 

during encoding and reconstructing it during decoding. Thus, 

the VCM architecture aims to optimize the efficiency of 

video encoding for usage in machine vision processing tasks. 

The proposal presented in this paper is inspired by the 

technique introduced by Różek et.al in [9] for VVC codec. 

The technique from [9] is based on the concept of retargeting 

video frames, which involves processing them based on 

Regions of Interest (RoI). During retargeting, the content of 

video frames is adaptively scaled in rectangular regions, in 

order to allocate relatively greater area (and thus more bits) 

to the Regions of Interest and to allocate relatively smaller 



area (and thus fewer bits) to regions of lesser importance. 

Consequently, content within ROIs is encoded with high 

fidelity, while the remaining regions in a frame may be 

downsized or even removed. As a result, frames with reduced 

resolution are created. In the decoder, the original dimensions 

of RoIs are restored through inverse processing using 

additional information transmitted within the bitstream.  

The described approach [9] results in a situation where a 

sequence of frames of different resolutions will be fed to the 

Inner video Encoder. In the worst case, each frame may have 

a different resolution. This can be perceived as an advantage, 

as reduced resolution leads to decreased encoding and 

decoding time. However, in practice, for standard video 

coding, it is typically assumed that a video sequence has a 

fixed spatial resolution. Changing the resolution of individual 

frames during encoding is not a trivial task and represents a 

disadvantage of the mentioned technique. In this work, we 

address this problem. 

 

3. THE PROPOSED SOLUTION 

 

We propose a novel RoI-based encoding tool (Fig. 2) for 

VCM which builds upon the technique described in [9] with 

vital modifications. Firstly, the tool is adapted to the 

architecture of MPEG VCM to ensure interoperability with 

other coding tools, e.g. the same RoI detection framework is 

used. Secondly, the tool is improved by the utilization of RoI-

based filtering, aimed at discarding redundant information 

from the processed video. Thirdly, RoI aggregation is 

employed to simplify processing and limit the amount of 

transmitted information. Lastly, in order to address the issue 

of resolution change, we introduce a padding algorithm to 

ensure that frames of the video sequence inputted to the Inner 

Encoder have an unchanged spatial resolution relative to the 

original content.  

The main steps of the proposed modified RoI-based tool 

(Fig. 3) are as follows: 

• Detection of RoIs - The detection process utilizes a 

specialized neural network within the encoder, 

customized for the specific machine vision task executed 

after decoding. The RoI descriptions primarily entail 

bounding boxes, though, for effective encoder control, 

they may also encompass class identification and 

importance level metrics. This step is identical to the 

reference solution currently adopted in MPEG VCM. 

• Filtering – A low-pass filtration of areas of the image 

outside RoIs. For the experiments, a Lanchos filter with 

a normalized bandwidth of 0.01 is used. 

• RoI aggregation - To create a region of interest that is 

broader and more consistent in time, detected objects are 

aggregated in the spatial and time domains, i.e. inside of 

a particular group of pictures (GOP). Thus, the final RoI 

is the smallest RoI that contains all detected RoIs within 

all images in a given GOP. Therefore, the information 

required to describe RoI is common for the entire GOP. 

• Retargeting - In most cases, the final RoI will have a 

lower resolution than the original image, and pixels 

outside this RoI are completely irrelevant from the 

machine vision task point of view. Therefore they are 

discarded and are not encoded. 
 

 
Fig. 3. Illustration of the idea of the proposal: original image (a), 

detection of RoIs and filtering (b), RoI aggregation (c), retargeting 

(d), and padding (e). 



• Padding - Having in mind that the video will finally be 

fed to the Inner Encoder and to keep the resolution of the 

video as the original one, the final RoI is shifted to the 

left-top corner of the image. Then outside the RoI (on the 

right and below) padding is applied. Namely, if the 

horizontal padding size is smaller than 25% of the 

original frame width, the last column is duplicated. 

Otherwise, the padding area is grayed out. Similarly, if 

the vertical padding size is smaller than 25% of the 

original frame height, the last row is duplicated. 

Otherwise, the padding area is grayed out. 

 

For the sake of experimental verification, the idea of the 

proposal has been implemented in Video Coding for 

Machines Reference Software (VCM-RS) version 0.7 [28]. 

In particular, implementation has been done on top of the 

existing RoI tool [29], which involves RoI detection. In order 

to provide a fair evaluation of the gains of the proposal, the 

already existing processing steps have been left unchanged. 

In particular: 

• RoI detection. The same neural networks are used, i.e. 

JDE-1088x608 [30,36] for object tracking and 

Detectron2 (Faster R-CNN) [31] for object detection.  

• All already adopted VCM techniques and tools enabled, 

e.g. Temporal Resampling and Bit Truncation tool. 

• VVC [3,4] is used as the Inner Codec. 

 

4. EXPERIMENTAL EVALUATION 

 

4.1. Evaluation 

 

The proposed technique was evaluated according to Common 

Test Conditions (CTC) [32] defined by ISO/IEC MPEG for 

the development of VCM. The anchor (reference) of the 

experiments, as designated in CTC, is the performance of the 

original, not modified VCM-RS version 0.7 [28]. 

 
Table 1. Datasets used in evaluation. 

 

Dataset 

Name 
Class 

Number 

of seq. 

Frame 

rate 
Resolution 

Bit 

Depth 

Machine 

Task 

SFU 

[33] 

A 1 30 2560×1600 8 

Object 

Detection 

B 4 
24, 50 

or 60 
1920×1080 8 

C 4 
30, 50 

or 60 
832×480 8 

D 4 
30, 50 

or 60 
416×240 8 

O 1 24 1920×1080 8 

TVD 

[35] 
----- 7 50 1920×1080 8 or 10 

Object 

Tracking 

 

The evaluation procedure includes two tasks: object 

detection and object tracking. The object detection case uses 

SFU-HW-objects-v1 (SFU) [33] test sequences and 

Detectron2 [34] software set to use the Faster R-CNN [31] 

X101-FPN model. The tracking case uses the Tencent Video 

Dataset (TVD) [35] and JDE-1088x608 [36] network. Details 

about the test dataset are presented in Table 1. 

In both evaluation cases, three coding scenarios are used: 

AI – All Intra, LD – Low Delay, and RA – Random Access. 

Moreover, six different quantization parameter (QP) values 

are used in order to evaluate different quality/bitrate points. 

 

4.2. Coding performance 

 

Table 2 showcases the results for the object detection task 

across all configurations in terms of bitrate reduction (BD-

RATE) [37,38] while maintaining a constant mean Average 

Precision (mAP) [39]. The bitrate reductions are estimated 

with respect to the current VCM technology of MPEG [26].  

Notably, in the AI configuration, the presented method 

achieves the most significant results, that is the 19.15% 

averaged bitrate reduction (over constant mAP). Moreover, 

improvements over the anchor method are observed across all 

dataset classes in this scenario. In configurations employing 

Inter coding, such as RA and LD, the proposed method 

continues to demonstrate improvements. Specifically, the RA 

configuration yields an average bitrate reduction of 2.45% 

(over constant mAP), while the LD scenario observes a 

reduction of 0.07% bitrate over constant mAP. Class-specific 

analysis reveals that the proposed method reports slightly 

inferior results in two instances (LD in class B and RA in 

class D), with a bitrate increase (over constant mAP). 

The evaluation of the proposed method for the tracking 

task is detailed in Table 3, where it is presented as bitrate 

reduction BD-RATE relative to the same task performance 

measured in Multiple Object Tracking Accuracy (MOTA) 

[40]. Notably, the proposed method exhibits even more 

substantial improvements in efficiency compared to the 

anchor. In the AI scenario, an average 57.65% reduction in 

bitrate is achieved for the same tracking result. Furthermore, 

improvements are observed across the remaining CTC 

configurations as well. The RA configuration demonstrates 

an average bitrate reduction of 31.94% (over constant 

MOTA), while the LD configuration benefits from a 7.45% 

reduction in bitstream (over preserved MOTA quality). It is 

worth noting that only one sequence (TVD-02-1), for only 

one scenario (LD), was found to be encoded worse than the 

anchor. This is an indicator of generality of the proposal, as 

typically tools offer arbitrarily gains and losses, which is a 

subject to complex encoder control mechanisms. 

The benefits of the proposed method are most evident in 

AI scenario, whereas the gains for RA are smaller, and 

occasionally negative for LD. This can be attributed to the 

fact that while the proposed technology is versatile, the 



results are compared against already well-developed 

technology, which includes tools optimized for LD and RA 

scenario. 

 
Table 2. Object detection - comparison of delta Bitrate (BD-Rate) 

and mAP change (BD-mAP). Coding scenarios included: AI – All 

Intra, LD – Low Delay, and RA – Random Access. Class O is not 

mandatory, hence is not included in average (All). 

 

SFU 

seq. 

class 

End-to-End  

BD-Rate [%] over mAP 

End-to-End  

BD-mAP 

AI LD RA AI LD RA 

A -22.23% -0.20% -17.04% 2.62  -1.55  0.47  

B -22.93% 12.46% -4.48% -0.11  -1.14  1.66  

C -23.74% -6.48% -4.84% 4.02  0.83  0.95  

D -10.02% -6.15% 5.61% 1.31  0.61  -0.81  

All -19.15% -0.07% -2.45% 1.81  -0.03  0.59  

O -10.34% -4.97% -40.67% 4.27  2.14  10.50 

 
Table 3. Object tracking - comparison of delta Bitrate (BD-Rate) 

and MOTA change (BD-MOTA). Coding scenarios included: AI – 

All Intra, LD – Low Delay, and RA – Random Access. 

 

TVD 

seq. 

End-to-End  

BD-Rate [%] over MOTA 

End-to-End  

BD-MOTA 

AI LD RA AI LD RA 

01-1 -67.79% -21.54% -58.89% 17.08 4.34  12.44 

01-2 -64.11% -5.38% -28.84% 20.80 1.67  4.56  

01-3 -84.22% -31.16% -64.87% 27.81 5.02  11.97 

02-1 -26.06% 14.73% -2.05% 2.17  -1.07  -0.25  

03-1 -53.13% -1.78% -9.99% 6.65  0.38  2.37  

03-2 -44.73% -2.39% -19.97% 8.77  0.48  3.59  

03-3 -63.48% -4.66% -38.94% 18.28 0.65  5.17  

All -57.65% -7.45% -31.94% 14.51 1.64  5.69  

 

5. CONCLUSIONS 

 

A novel VCM compression technique has been presented, 

which utilizes RoIs-based video coding. It has evolved from 

the state-of-the-art RoI-based preprocessing and retargeting 

tools originally proposed in [9]. The devised technique 

includes vital modifications and involves RoI detection, 

filtration, aggregation, and retargeting. Also, the problem of 

resolution change, related to technique [9] is addressed. This 

is achieved with the utilization of image padding which 

ensures that the spatial resolution of encoded video frames 

remains unchanged.  

The proposed technique has been adapted to the 

architecture of MPEG VCM which allows interoperability 

with existing coding tools. The experimental evaluation 

demonstrates a significant improvement in coding 

performance with respect to the VCM Reference Software 

version 0.7 [28]. In most cases, significant average BD-Rate 

bitrate reductions were reported (even up to 57%) 

maintaining roughly unchanged the average mean precision 

of object detection and tracking. 

Additionally, due to the reduced size of the useful 

information within frames encoded by the Inner Encoder, 

encoding and decoding times are significantly reduced. Exact 

numbers for these reductions are not cited, as the time 

measurement methodology settled within the VCM group is 

susceptible to computing environment variations. 
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