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Abstract 

 

The dissertation deals with the problems of stereoscopic depth estimation and coding in 

multiview video systems, which are vital for development of the next generation  

three-dimensional television.  

The depth estimation algorithms known from literature, along with theoretical foundations 

are discussed. The problem of estimation of depth maps with high quality, expressed by 

means of accuracy, precision and temporal consistency, has been stated. Next, original 

solutions have been proposed.  

Author has proposed a novel, theoretically founded approach to depth estimation which 

employs Maximum A posteriori Probability (MAP) rule for modeling of the cost function 

used in optimization algorithms. The proposal has been presented along with a method for 

estimation of parameters of such model. In order to attain that, an analysis of the noise 

existing in multiview video and a study of inter-view correlation of corresponding samples of 

pictures have been done. 

Also, a novel technique for precision and accuracy enhancement of estimated depth maps 

is proposed. The technique employs an original Mid-Level Hypothesis algorithm which 

refines depth map in post-processing. 

Yet another, independent achievement of the dissertation is a novel technique for 

estimation of temporally consistent depth maps with use of noise removal from video prior to 

the depth estimation itself. 

In the dissertation, also, depth coding techniques are discussed. On a background of 

techniques known from the literature, the problem of depth representation suitable for coding, 

using legacy compression technology is stated. Author of the dissertation has proposed  

a novel method of representation of the depth, which employs non-linear transformation, 

which can be used in order to increase of compression performance in depth map coding.  

The proposed non-linear depth representation has been accepted by international group of 

experts (MPEG) and adopted to new 3D extensions of  ISO/IEC 14496-10 and 

ITU  Rec. H.264 international video coding standards, describing new generation of 3D 

video coding technologies, known under names of ñMVC+Dò and ñAVC-3Dò. 
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All of the proposed algorithms have been implemented and their performance has been 

verified experimentally. The obtained results have been presented in the dissertation. 

 

The following theses have been formulated and proven: 

 

T1) Depth estimation can be improved by usage of modeling of the cost function based on 

maximization of a posteriori probability. 

T2) Precision and accuracy of estimated depth maps can be improved in post-processing with 

iterative insertion of intermediate values, controlled using view synthesis. 

T3) Temporal consistency of estimated depths can be improved using noise removal from 

input multiview video. 

T4) Non-linear representation of depth can be employed in order to improve compression 

efficiency of depth maps in 3D video systems. 

 

Additional achievement not related directly to the theses yet presented in the dissertation is 

authorôs contribution to production of multiview video sequences that are currently broadly 

used for test purposes by international research teams, also in research done in the context of 

standardization in MPEG and JCT-3V expert groups. 

In the dissertation, also shown is authorôs participation in the development of a 3D video 

codec, prepared at Chair of Multimedia Telecommunication and Microelectronics of Poznan 

University of Technology. The codec has been submitted as a proposal for ñCall for Proposals 

for 3D Video Coding Technologyò issued by ISO/IEC MPEG group. The excellent results 

achieved by the proposed codec are shown on the background of exemplary proposals 

resulting from works of competitive research centers in the world. 
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Streszczenie 
 

Rozprawa dotyczy problem·w wyznaczania i kodowania map gğňbi stereoskopowej  

w systemach obrazu wielowidokowego, istotnych dla rozwoju telewizji tr·jwymiarowej 

nowej generacji.  

W pracy om·wiono znane z literatury techniki estymacji gğňbi wraz z niezbňdnymi 

podstawami teoretycznymi. Wykazano istotň znanego problemu estymacji map gğňbi 

charakteryzujŃcych siň wysokŃ jakoŜciŃ, okreŜlonŃ przez duŨŃ dokğadnoŜĺ, precyzjň  

i sp·jnoŜĺ w czasie. Nastňpnie, zaproponowano autorskie rozwiŃzania problematyki. 

 Zaprezentowano nowe, bazujŃce na rozwaŨaniach teoretycznych, podejŜcie do estymacji 

gğňbi, opierajŃce siň na regule maksymalizacji prawdopodobieŒstwa a posteriori (Maximum  

A posteriori Probability) do modelowania funkcji kosztu wykorzystywanej przez algorytmy 

optymalizacyjne. Przedstawiono r·wnieŨ metodň estymacji parametr·w takiego modelu. 

Metoda ta byğa efektem przebadania szumu wystňpujŃcego w wielowidokowych sekwencjach 

wizyjnych oraz analizy zagadnienia miňdzywidokowej korelacji odpowiadajŃcych sobie 

pr·bek w obrazach. 

Zaprezentowano r·wnieŨ nowŃ technikň umoŨliwiajŃcŃ zwiňkszanie precyzji  

i dokğadnoŜci estymowanych map gğňbi, poprzez zastosowanie przetwarzania koŒcowego 

(postprocessing) z pomocŃ autorskiego algorytmu hipotezy wartoŜci poŜredniej (Mid-Level 

Hypothesis).  

Kolejnym, niezaleŨnym osiŃgniňciem pracy jest opracowanie i przedstawienie oryginalnej 

techniki estymacji map gğňbi, sp·jnych w dziedzinie czasu, polegajŃcej na wykorzystaniu 

redukcji szumu w sekwencjach wizyjnych przed dokonaniem samej estymacji. 

W rozprawie, rozwaŨono r·wnieŨ techniki kodowania gğňbi. Na tle metod znanych  

z literatury, wskazano istniejŃcy problem kodowania map gğňbi stereoskopowej  

z wykorzystaniem istniejŃcych rozwiŃzaŒ technologicznych. Nastňpnie, przedstawiono 

rozwiŃzanie tego problemu. Autor rozprawy zaprezentowağ nowŃ metodň reprezentacji gğňbi, 

wykorzystujŃcŃ nieliniowŃ transformacjň, kt·ra umoŨliwia usprawnienie kompresji map 

gğňbi.  

Opracowany przez autora spos·b nieliniowej reprezentacji gğňbi (non-linear depth 

representation) zostağ zaakceptowany przez miňdzynarodowŃ grupň ekspert·w MPEG  

i zaadoptowany do specyfikacji nowych rozszerzeŒ miňdzynarodowych norm  

ISO/IEC 14496-10 oraz rekomendacji ITU H.264, opisujŃcych nowŃ generacjň technologii 
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kodowania ruchomego obrazu  tr·jwymiarowego, znanych pod nazwami ĂMVC+Dò  

i ĂAVC-3Dò. 

Wszystkie zaproponowane algorytmy zostağy zaimplementowane a ich wydajnoŜĺ 

sprawdzona eksperymentalnie. Otrzymane wyniki przedstawiono w niniejszej rozprawie. 

 

Sformuğowano i udowodniono nastňpujŃce tezy pracy: 
 

T1) Estymacja gğňbi moŨe byĺ usprawniona z wykorzystaniem modelowania funkcji kosztu, 

bazujŃcego na regule maksymalizacji prawdopodobieŒstwa a posteriori. 

T2) Precyzja i dokğadnoŜĺ estymowanych map gğňbi moŨe byĺ zwiňkszona w kroku 

przetwarzania koŒczŃcego, poprzez iteracyjne wstawianie wartoŜci poŜrednich gğňbi, 

kontrolowane z pomocŃ syntezy widok·w. 

T3) Sp·jnoŜĺ w dziedzinie czasu estymowanych map gğňbi moŨe byĺ zwiňkszona poprzez 

redukcjň szum·w w wejŜciowych sekwencjach wielowidokowych. 

T4) Nieliniowa reprezentacja gğňbi umoŨliwia zwiňkszenie sprawnoŜci kompresji map gğňbi 

w systemach obrazu tr·jwymiarowego. 

 

Jako dodatkowe osiŃgniňcie w rozprawie, nie bezpoŜrednio zwiŃzane z tezami pracy, 

przedstawiono udziağ autora w przygotowaniu wielowidokowych sekwencji wizyjnych, kt·re 

obecnie sŃ wykorzystywane jako sekwencje testowe przez miňdzynarodowe zespoğy 

badawcze, takŨe w badaniach prowadzonych przez grupy ekspert·w ISO/IEC MPEG  

i JCT-3V. 

W niniejszej rozprawie przedstawiony zostağ r·wnieŨ wkğad autora w przygotowanie 

kodeka tr·jwymiarowych sekwencji wizyjnych, stworzonego w Katedrze Telekomunikacji 

Multimedialnej i Mikroelektroniki Politechniki PoznaŒskiej. Kodek ten zgğoszono do udziağu 

w konkursie ñCall for Proposals for 3D Video Coding Technologyò zorganizowanym przez 

grupň ISO/IEC MPEG. Doskonağe wyniki uzyskane przez kodek, przedstawiono w rozprawie 

na tle przykğadowych rozwiŃzaŒ bňdŃcych wynikiem prac konkurencyjnych oŜrodk·w 

badawczych z cağego Ŝwiata. 
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List of terms, symbols and abbreviations 

2D Two-Dimensional 

3D Three-Dimensional 

3D-ATM AVC based 3D Test Model ï a reference software developed by MPEG implementing 

3D extenstions to AVC (MVC+D and AVC-3D) 

3DTV Three-Dimensional Television  

AVC Advanced Video Coding technology described in ISO/IEC 14496-10:2013 [111] and 

ITU Rec. H.264 international coding standards 

AVC-3D Common name of ñAVC compatible video-plus-depth extensionò, a 3D video coding 

technology [117][118][119] that is expected to be described in Annex J of ISO/IEC 

14496-10:2012 and ITU Rec. H.264 video coding standard  

BJM Bjßntegaard metric [127] of compression  performance 

BP Belief propagation algorithm 

CfP "Call for Proposals on 3D Video Coding Technology" issued by MPEG group [129] 

Ὠ Disparity, distance (in pixels) between positions of given point in distinct views 

Ὠ   Minimal disparity 

Ὠ   Maximal disparity 

Ὠ   Quantization step of given disparity representation (minimal step between each of 

consecutive disparity values), expressed as a multiple of the spatial sampling period in 

matched images 

‏Normalized disparity, i.e. disparity Ὠ scaled to range πȣ ‏ . 

‏  Maximal normalized disparity value for given representation ï e.g. 255 for 8-bit 

representation. 

DERS Depth Estimation Reference Software [126], the state-of-the-art reference software 

developed by MPEG  

DIBR Depth-Image-Based Rendering  

DSIS  Double Stimulus Impairment Scale, subjective evaluation method [128] 

ὉϽ Expected value operator 

EHP Extended High Profile, a configuration profile of 3D-ATM software [120] reflecting 

AVC-3D video coding technology  

FTV Free-view Television  

GC Graph cuts algorithm 

ὌϽ Histogram operator 

HMM Hidden Markov Model 

HP High Profile, a configuration profile of 3D-ATM software [120] reflecting MVC+D 

video coding technology  

JCT-3V ITU-T/ISO/IEC Joint Collaborative Team on 3D Video Coding Extension 

Development 

HEVC High Efficiency Video Coding technology described in ISO/IEC 23008-2:2013 

(MPEG-H Part 2) [121] and ITU Rec. H.265 international coding standards  
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MAP Maximum A posteriori Probability 

MCNRR Motion-Compensated Noise Reduction with Refinement technique 

MOS Mean Opinion Score 

MPEG Moving Pictures Experts Group of International Standardization Organization (ISO) 

and International Electrotechnical Commission (IEC) 

MRF Markov Random Field 

MVC Common name of ñMultiview Video Codingò a multiview video coding technology 

[112][113] described in Annex H of ISO/IEC 14496-10:2012 and ITU Rec. H.264 

video coding standard 

MVC+D Common name of ñMVC Extension for Inclusion of Depth Mapsò, a 3D video coding 

technology [114][115][116] described in Annex I ñMultiview and Depth video 

codingò of ISO/IEC 14496-10:2012 and ITU Rec. H.264 video coding standard  

MVD Multiview Video plus Depth 

MV-HEVC Common name of ñMultiview HEVCò, a 3D video coding technology [122] currently 

being under standardization 

NDR Non-linear Depth Representation 

Pixel A fragment of an image, characterized by its coordinates (e.g. ØȟÙ), value (e.g. scalar 

luminance, or vector: red, green and blue) and size, which (in both dimensions) is 

equal to the sampling period of the image in which given pixel is located 

Pixel  

   precision 

Level of the detail in which position in image can be expressed, related to full-pixel 

precision, which corresponds to a single sampling period in the image 

PCC Pearson Correlation Coefficient, also linear correlation coefficient 

PSNR Peak Signal-to-Noise Ratio  

QP Quantization parameter for video 

SAD Sum of Absolute Differences 

SBNR Still Background Noise Reduction technique 

SEI Supplemental Enhancement Information  

Smoothing 

  Coefficient 
A control parameter of Depth Estimation Reference Software (DERS)  

SSD Sum of Squared Differences 

†  Transformed, coded disparity 

†   Maximum transformed, coded disparity 

VCEG Video Coding Experts Group  

VSRS View Synthesis Reference Software, a state-of-the-art reference software developed 

by MPEG [124][125] 

WTA Winner-Takes-All, a brute-force depth estimation technique 

ᾀ Distance (ᾀ -value) from the view plane of the camera system to given point 

ᾀ   The nearest considered distance (ᾀ -value) in the camera system 

ᾀ   The furthest considered distance (ᾀ -value) in the camera system 
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Chapter 1. Introduction  

1.1. The scope of the dissertation 

There-dimensional (3D) video gains a lot of attention nowadays. Constantly there is 

progress in a wide variety of fields related to 3D: from the interest of the customers, through 

the production of content, the availability of 3D-compatible hardware, to the technology that 

lays underneath (coding and transmission solutions and standards). Even though there are 

some skeptic voices about the future of 3D [145], there are strong expectations 

[144][146][147] that the market of 3D video will extend even further in the upcoming years. 

Anyhow, currently merchandised ñ3Dò employs only a pure stereovision ï only two views 

(left and right) are delivered in order to provide depth impression, typically with use of 

special glasses worn by the viewer. 

This work is related to a new generation of 3D video systems which would go beyond 

the currently applied stereoscopic solutions and their limitations.  

The considered features of the next generation of 3D video systems include providing 

better impressions of depth, better reproduction of the 3D scene structure and higher level 

of interaction with the user. 

The exemplary applications of the next generation of 3D video technology are free 

viewpoint navigation and glasses-free 3D. 

In a free viewpoint navigation system (Fig. 1) the viewer can virtually move through the 

scene and interactively choose a point of observation (view). The selected view, as seen by a 

virtual camera, is synthetically generated and provided to the user with a classical monoscopic 

or stereoscopic display. Television systems with such feature are often referred to as Free 

viewpoint TeleVision (FTV). 

 

 

Fig. 1. Free-viewpoint navigation. Depicted ñvirtual cameraò is a camera that does not 

actually exist in the scene but its content is synthesized from the content of existing ones. 
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In a glasses-free 3D video system (Fig. 2) the depth sensation are provided without 

requiring the user to wear a special pair of glasses. The effect of three-dimensional 

impressions is attained by usage of autostereoscopy, where multiple views are displayed 

simultaneously. The user can slightly change the point of view, resulting in seeing different 

pair of views shown on the autostereoscopic display. With the currently used technology, 

change of the position is limited to horizontal parallax only. 

 

 

 

Fig. 2. Glasses-free 3D. Depicted ñvirtual camerasò are cameras that do not actually exist  

in the scene, but their content is synthesized basing on the content from existing ones. 
 

 

The recent works of research laboratories all around the world show that one of the most 

important aspects of the upcoming 3D video technology is a method for representation of 

the 3D scene, suitable for efficient coding and transmission of the 3D video. The current 

generation of video coding technology broadly available [112][113][130][137], that is 

applicable for 3D, employs scene representation by means of multiview video. In such, the 

content of the 3D scene is represented by a number of views, observing the scene from 

different angles and positions. Typically, those views are coded and transmitted in simulcast 

or with use of simple inter-view predictive schemes that unfortunately do not provide 

satisfying efficiency of compression. Recent works [2][7][76][148][149] on compression 

efficiency for delivery of multiview video (e.g. composed of 22 views for an exemplary 

modern autostereoscopic display) report about asymptotical 30% bitrate reduction related to 

simulcast videos. The resultant bitrate for all such views is far too high to be accepted by 

neither the broadcasters nor the market. This stimulates question to arise on how to achieve a 

better compression performance. 
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An alternative 3D scene representation type, which recently has gained a lot of interest 

among the researchers [1][2][11][12][130][131][132][133][134], is Multiview Video plus 

Depth (MVD). In the case of MVD, video streams from multiple camera positions are 

transported along with corresponding information about the depth of the scene in a form of 

depth maps, which carry information about three-dimensional structure of the scene. 

Considered in the dissertation, depth maps are matrices of values reflecting distances 

between the camera and points in the scene. Typically, depth maps are presented as gray-scale 

video (Fig. 3), where the closer objects are marked in high intensity (light) and the far objects 

are marked in low intensity (dark). The depth estimation and coding are the fundamental 

problems in this work. 

 

 
  a)       b) 

Fig. 3. The original view (a) and corresponding depth map (b) of a single frame of  

ñPoznan Carparkò [85] 3D video test sequence. In the depth map, the closer objects are 

marked in high intensity (light) and the far objects are marked in low intensity (dark).  

 
 

Usage of video and depth maps in MVD representation is an idea considered around the 

world, because it provides an ability to generate a synthetic view as seen by a virtual camera. 

Such virtual camera can be placed in an arbitrary position (e.g. impossible in real world) or in 

position of another real camera. The latter case can be used to predict content of a given view, 

basing on content in other views [124][125][138][139]. This feature is a key technique [140] 

for new generation of 3D video framework, where MVD allows significant reduction of 

number of views that are directly transported e.g. instead of 22 videos (required by an 

exemplary modern autostereoscopic display) only 3 videos with corresponding depth maps 

are transported. The content of the remaining (not transported) views can be then 

reconstructed, at the decoder or in the display, basing on compact MVD representation. 

This dissertation is related to transmission (or transport) of video bitstreams. Although, in  

a common sense, these words refer to delivery done through a telecommunication channel 

(e.g. cable-link, WiFi, terrestrial radio link etc.), the results of this work also apply to storage 
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as well (a file on CD, DVD, Blu-ray, hard-drive etc.) and therefore, in such a context these 

words will be used. 

The scientific problems related to Multiview Video plus Depth (MVD) instantiate  

a general scope of the dissertation. Those are as follows: 

 

1. In MVD, additionally to the video, depth maps have to be transmitted in an 

efficient way. Coding of depth maps differs from coding of natural scenes and for 

now it has been found that usage of classical video coding is inefficient in that case. 

This comes mainly from the two facts. First, depth maps are matrices composed of 

scalar values. Although depth maps often are represented as videos, such videos are 

gray-scale and less textured than natural ones. Secondly, depth maps are more 

vulnerable to degradation of the edges than natural images or videos, where 

importance of very sharp edges for quality of subjective sensations is only moderate. 

Therefore, much work on development of depth-specific coding tools is still required, 

which is one of the subjects of the dissertation (see Chapters 4 and 5). 

 

2. High quality
1
 depth maps are needed for production of the content and for creation 

of test sequences. There are many ways to attain depth maps but all have some 

problems. E.g. for natural scenes, depth maps can be acquired with use of a special 

depth-sensing cameras. Unfortunately usability of such depth-sensing cameras is 

handicapped to indoor scenes mostly, due to limited range (often only about 5m) and 

due to the physical phenomena used (e.g. illumination of infra-red light).  

A more general solution is to algorithmically estimate depth maps basing on images 

from multiple views, e.g. from stereoscopic pair. Although many solutions are known, 

still, algorithmic estimation of the depth is a demanding task, both with respect to 

the quality of the estimated depth and computational complexity of the algorithms, 

which constitutes another subject of the dissertation (see Chapters 6 and 7). 
 

3. Temporal consistency of the depth is a subject which relates mainly to depth 

estimation but also negatively impacts performance of the depth coding. Temporal 

inconsistency of the depth manifests typically as annoying flickering in the video 

which is synthesized from the input video and the corresponding depth maps. 

Improvement of temporal consistency of the estimated depth is yet another goal of 

the dissertation (more details on this in Subchapter 2.6). 

                                                      
1 The meaning of óqualityô of a depth map is considered further in Subection 1.5.3. 
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The solutions for the above-mentioned issues will be studied in the dissertation in a context 

of multiview 3D video systems. In this dissertation, by a 3D video system is understood by  

a structure presented in Fig. 4. 

 
 

Fig. 4. The scope of the work (marked in red, dotted frame)  

as a part of the whole 3D video system. 
 

 
 

The first stage of processing (Fig. 4) is acquisition of videos from multiple cameras. In the 

dissertation, no assumptions about the number of cameras is made, but it seems that in 

practical cases, number of cameras may vary around 3 to 10 [146]. The content of the 

acquired videos is preprocessed which incorporates: image distortion removal [150][151] 

rectification [152][154] and color correction [154]. Then, basing on the preprocessed videos, 

depth maps are estimated with use of depth map estimation algorithm. The next step is lossy 

compression of the videos (together with the depth data) and coding into a binary stream 

(bitstream), which is transported to the decoder. The decoder reconstructs the videos along 

with the depths and then feeds them to the view synthesis algorithm, which generates a set of 

views that are displayed on a 3D display.  

The scope of dissertation within such a 3D video system covers depth estimation and 

coding, which is marked in Fig. 4, inside red-dotted frame. 
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1.2. The goals and the theses of the dissertation 

The goal of this work is to cope with the problems related to development of upcoming 

generation of 3D video systems. In particular Multi View plus Depth (MVD) scene 

representation is considered. New proposals for depth map estimation with stress on depth 

quality, disparity precision and accuracy and also temporal consistency will be presented.  

For depth map coding a new proposal for depth representation and compression will be 

presented. 

The theses of the dissertation are as follows: 

 

T1) Depth estimation can be improved by usage of modeling of the cost function based on 

maximization of a posteriori probability. 

 

T2) Precision and accuracy of estimated depth maps can be improved in post-processing 

with iterative insertion of intermediate values, controlled using view synthesis quality. 

 

T3) Temporal consistency of estimated depths can be improved using noise removal from 

input multiview video. 

 

T4) Non-linear representation of depth can be employed in order to improve compression 

efficiency of depth maps in 3D video systems. 

 

The results for theses T1-T3 are shown in Chapter 3. The results for thesis T4 are shown  

in Chapter 5. 
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1.3. The overview of the dissertation 

The dissertation is organized as follows. In Chapter 1, an introduction to the subject of 

multiview and 3D video systems is provided. The methodology that has been used during the 

works on the dissertation is shown. A focus is given to the need of performing experimental 

verification of the proposals. For that purpose, presented is a set of multiview video 

sequences, broadly used around the world as test material. A special highlight is given to the 

authorôs participation in production of some of those broadly used video test sequences. 

Chapter 2 presents current achievements in area of depth estimation with focus on the 

subjects that are important for the dissertation and further considerations. In particular, global 

methods are introduced with particular attention given to optimization functions (Ὀὥὸὥὅέίὸ 

and ὝὶὥὲίὭὸὭέὲὅέίὸ) and their probabilistic inclinations, which are further subject of the 

dissertation. 

Chapter 3 describes research performed by the author in area of depth estimation. First,  

a theoretical model based on Maximum A posteriori Probability is considered. This model is 

then verified empirically with use of the test sequences and the conclusions are drawn. Basing 

on the conclusions a novel approach to depth estimation is proposed. 

Finally, two more novel algorithms for depth estimation are proposed. The first one, Mid-

level Hypothesis algorithm, is aimed at improvement of precision and accuracy of the 

estimated disparity maps. The second one is aimed improvement of depth temporal 

consistency with use of noise reduction techniques.  

Each of these three achievements is concluded with evaluation of their performance and 

the experimental results. 

In Chapter 4, depth coding techniques are discussed with focus on the state of the art 

directly related to the subjects considered in the dissertation. 

Chapter 5 presents research that has been conducted by the author in area of depth 

representation and coding. A novel idea of non-linear depth representation is presented. First 

a proof-of-concept idea with use of a simple non-linear function is presented. Then, an 

original theoretical derivation for non-linear representation of depth is provided.  

The proposed non-linear depth representation is highlighted as a tool for improvement of 

compression performance. Experimental verification and study of compatibility with existing 

coding technology is presented. Finally, adoption of proposed non-linear depth representation 

to international video coding technology standards developed by ISO/IEC MPEG group (and 

recommendations of ITU) is highlighted. 
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Chapter 6 presents achievements of the author that are related to the development of 

technology for 3D video coding with use of the depth. A 3D video codec is presented that has 

been developed by Chair of Multimedia Telecommunication and Microelectronics, Poznan 

University of Technology, as a proposal for ñCall for Proposals for 3D Video Coding 

Technologyò [129] issued by ISO/IEC MPEG. The evaluation of the proposal is shown, along 

with authorôs share in the work. 

In Chapter 7, summary and conclusions of the dissertation are presented. The chapter lists 

the original results of the dissertation.  

 

1.4. The methodology of work 

The goal of the dissertation is to study whether it is possible to improve efficiency in 

coding of depth data and whether is it possible to improve the quality
2
 of algorithmically 

estimated depth maps. 

In both of these problems, theoretical evaluation of the proposals is nearly impossible, 

because, in order to provide a fair evaluation, the proposed tools (for depth estimation of 

depth coding) should be evaluated along with several other advanced tools, known from state-

of-the-art solutions and proposals (for depth estimation of depth coding respectively). 

Therefore, the only reliable way to evaluate advantages and disadvantages of the 

proposals is by performing series of experiments with multiview video test sequences. 

Only such allows empirical measurement of coding efficiency and evaluation of the quality of 

the estimated depth. In order to do that, the author has implemented and integrated the 

proposed techniques for depth estimation and coding into the following software packages. 

For the reasons clearly presented in Chapter 2 the algorithms implemented in ISO/IEC 

MPEG Depth Estimation Reference Software (DERS) and in View Synthesis Reference 

Software (VSRS) have been used as reference for experimentation in area of depth estimation. 

Therefore, authorôs proposals have been implemented and integrated in MPEG reference 

software (DERS version 5.1 [126] and VSRS version 3.0 [124][125] respectively) and the 

results have been compared against the original performance of unmodified versions of DERS 

and VSRS. 

In the second part of the dissertation, related to depth coding, the results are presented on 

the basis of MVC+D [114][115][116] and AVC-3D [117][118][119] video coding 

technologies (not yet described in any standards when the works have been conducted) and 

                                                      
2 The meaning of óqualityô of a depth map is considered further in Subsection 1.5.3. 
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also on the basis of HEVC-based coding technology, co-developed by the author, submitted 

by Poznan University of Technology to the ñCall for Proposals for 3D Video Coding 

Technologyò [129] issued by MPEG. Therefore, the tools proposed by the author have been 

implemented in ISO/IEC MPEG test model software ï 3D-ATM  [120] (for MVC+D and 

AVC-3D) and HTM  [123] (for HEVC-based). 

In both depth estimation and depth coding, the mentioned software packages (in the 

original versions and with integrated authorôs proposals) have been used to perform 

thoughtful experimentation. The results allowed the author to perform examination of the 

performance of the proposals both by objective manners (like with usage of PSNR values or 

Bjßntegaard measures) and subjective manners (subjective test and Mean Opinion Score 

ratings).  

Basing on that, the conclusion have been drawn which provided directions for further 

works. 

 

1.5. Multiview video test sequences 

As mentioned in the previous Section, a reliable way to assess performance of algorithms 

in the two fields related to the dissertation, which are depth estimation and depth coding, is 

performing series of experiments with multiview video sequences. 

It is a general problem, as reliable evaluation of performance is needed in research works 

which relate to algorithms and tools currently known, developed, or e.g. submitted as 

proposals for adoption in international coding standards. There are two sides of this problem: 

- What test data, in form of test sequences or images, should be used to allow common 

ground and reference for comparisons? 

- How to express and assess the quality of algorithmically generated depth maps? 

In the area of evaluation of depth estimation algorithms, an interesting scientific undertaking 

is related with webpage of Middlebury University [142]. The site is a repository for computer 

vision datasets and evaluations of related algorithms. Also, the site present results of multiple 

state-of-the-art depth estimation algorithms evaluated under the same conditions. 

Unfortunately, the methodology proposed by the authors can be found inadequate for 

experimentation with multiview and 3D television: 

First of all, the site evaluates quality of the depth, basing on still images, which disallows 

observation of temporal effects and artifacts, which are very important in case of moving 

pictures, considered in multiview and 3D video system. 
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Secondly, the methodology of evaluation of depth estimation algorithms used in the 

webpage is based on comparison with ground-truth depth maps. Conformance with the real-

depth, although important in case of many research fields (like computer vision, robotics etc.) 

in not the primary goal in the case of 3D video systems, where the depth maps are used 

mainly for the sake of virtual view synthesis. 

Moreover, the datasets in Middlebury webpage do not contain objects with specular 

reflections, glossy surfaces (e.g. mirrors), partially transparent surfaces (windows) etc. Such 

effects occur in real world natural scenes and lack of such examples in Middlebury data set 

belittles its usefulness. 

Therefore, currently the most adequate known methodology of evaluation depth 

estimation algorithms has been developed during the works of ISO/IEC MPEG group . 

The author of the dissertation is an active contributor to this works. In particular, he 

participated in creation of multiview video test sequences adopted to multiview video 

sequences set [129], currently, broadly  used for test purposes in experiments on development 

of 3D-related technologies [137][236][237][238]. This mentioned evaluation method 

developed in works of MPEG, used as main objective assessment method thorough the 

dissertation, will be described further in Subsection 1.5.3. Before that, first, in Subsection 

1.5.1, the production of multiview video sequences at Poznan University of Technology, 

Chair of Multimedia Telecommunications and Microelectronics will be provided, in which 

the author had strong participation. Later, selected multiview video test sequences set will be 

shown in Subsection 1.5.2. 

 

1.5.1. Production of the test material at Poznan University of Technology 

For research purposes and for production of multiview video test material, Chair of 

Multimedia Electronics and Telecommunications, has been built an experimental framework 

for works on future 3D television.  

 
 

 

Fig. 5. A set of 9 Canon XH-G1 cameras used in multiview system, developed at Poznan 

University of Technology, Chair of Multimedia Telecommunications and Microelectronics.  



Olgierd Stankiewicz άStereoscopic depth map estimation and coding techniques for multiview video systemsέ 

19 of 241 
 

The system consists of 9 cinematic Canon XH-G1 cameras (Fig. 5) placed on a mobile 

(wheeled) metal rig (Fig. 6). The rig has been manufactured exclusively to provide special 

mounting pads that allow precise alignment of the cameras. The output video signal is HDTV 

(1920x1080) and is provided via SDI interface. All streams are temporally synchronized with 

use of a GenLock and captured by a PC cluster.  The whole post-processing is done offline. 

 

  

Fig. 6. Multi -camera rig (left) and recording system (right), both developed  

at Poznan University of Technology, Chair of Multimedia Telecommunications  

and Microelectronics, Poland. 
 

 

 

Fig. 7. Electronic board for multi-camera synchronization testing (left) and synchronization 

circuitry connected to the cameras (right), both developed at Poznan University  

of Technology, Chair of Multimedia Telecommunications and Microelectronics, Poland.  




























































































































































































































































































































































































































































