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Abstract - The paper deals with a three-layer video coder
based on spatio-temporal scalability and data partitioning.
The proposed coder consists of two parts: a low-resolution
coder and full-resolution coder. The first part encodes
pictures with reduced spatial and temporal resolution. The
full-resolution encoder exploits interpolated images from the
base layer. The enhancement layer data are partitioned into
two bitstreams with fine granularity. The base layer encoder
is fully compatible with the MPEG-2 video coding standard.

I. INTRODUCTION

There is a growing demand for multilayer scalable
video codecs that are suitable for video transmission over
heterogeneous communication networks characterized by
various available levels of quality of service. Different
levels of quality of service are mostly related to different
available transmission bitrates. For this purpose, the
transmitted bitstream has to be partitioned into some layers
in such a way that an arbitrary number of layers is
decodable into a video sequence with reduced spatial
resolution, temporal resolution or signal-to-noise ratio
(SNR). This functionality is called scalability [1,2]. An
important feature of scalable bitstreams is that a base layer
bitstream can be decoded independently from other layers.
Therefore low-resolution terminals are able to decode only
the base layer bitstream in order to display low-resolution
pictures. Terminals connected to network characterized by
full quality of service are able to decode all layers.

Scalable coding would not be acceptable for generic
applications, if the quality is significantly worse than the
quality achievable with single-layer coding. It would never
be accepted if it is in any way less efficient than simulcast
coding. Application of spatial scalability alone is not
practical because halving both (horizontal and vertical)
spatial resolutions results usually in bitrate reduction of
about 30% only. Among various proposals for spatially
scalable coding of video, application of subband/wavelet
decomposition should be considered as very promising
[4,6,7,8]. Unfortunately, in most of such coders, it is
difficult to allocate appropriate number of bits to the
layers. Universal scalable coding would require flexible
combinations of spatial/temporal/SNR scalability with fine
granularity [10]. Therefore a combination of spatial and
temporal scalabilities has been proposed by the authors
[11,12,13]. Such a two-layer system exhibits moderate
bitrate overheads due to scalability. Straightforward

extension of this idea onto three-layer systems is possible
but not very practical because with an input of resolution
720 × 576 pixels and 50 frames per second, the resolution
of the base layer would be QCIF (180 × 144) with 12.5
frames per second. Therefore a combination of spatio-
temporal scalability with DCT data partitioning related also
to some SNR scalability is proposed in this paper.

The concept of the codec is derived from the idea of
two-layer coding. This presents a proposed modification of
the two-layer system based on mixed spatial and temporal
scalability by additional data partitioning in the
enhancement layer [15]. The assumption for the proposal is
that high level of compatibility with the MPEG video
coding standards would be ensured. In the paper, the
MPEG-2 [1,2] video coding standard is used as reference
but the results are also applicable to the MPEG-4 [3]
systems with minor modifications.

The goal of the experiments was to verify that the
proposed data partitioning between the middle and the
enhancement layers is efficient.

II. THREE-LAYER CODER STRUCTURE

The proposed three-layer coder consists of two parts:
• The low resolution coder which produces base layer

bitstream with reduced spatial and temporal
resolutions. Temporal resolution reduction is achieved
by partitioning of the stream of B-frames: each second
frame is not included into the base layer. Separable
FIR filter banks are used for spatial decimation and
interpolation.

• The full resolution coder which produces a bitstream
which is partitioned between the middle and the
enhancement layers. The middle layer represents video
with full spatial and temporal resolution but reduced
quality (reduced PSNR) obtained by DCT data
partitioning, i.e. leaving some high-frequency DCT
coefficients for the enhancement layer. The
enhancement layer consists the rest of DCT
coefficients necessary to restore full quality video with
full temporal and spatial resolutions.

The middle layer comprises all headers, motion vectors and
low-frequency DCT coefficients while the enhancement
layer comprises the rest of DCT coefficients as well as
slice headers that are needed for resynchronisation in the
case of uncorrected transmission errors.
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Fig. 1. The general structure of a three-layer coder
(dct_b and mv_b – base layer, dct_m and mv_m – middle layer, dct_e – enhancement layer).

The ratio of bitrates between middle and enhancement
layers is directly controlled by the number of nonzero DCT
coefficients allocated to the middle layer. The amount of
DCT data in the middle layer is almost proportional to the
number of nonzero coefficients allocated to this layer.

The bitstream produced in the base layer is described
by fully compliant MPEG-2 standard syntax. The motion
vectors mv_b for the low-resolution images are estimated
independently from those vectors estimated for the
enhancement layer. Motion vectors mv_b are transmitted
for the base layer. The other part of the coder produces
bitstreams for both middle and enhancement layer. In
particular, motion is estimated for full-resolution images
and full-frame motion compensation is performed.
Therefore the number of motion vectors mv_m sent in the
enhancement layer is four times that of the base layer.
The overall structure of the coder is shown in Fig. 1.

III. EXPERIMENTAL RESULTS

The verification model of the three-layer scalable coder
has been prepared as software written in C++ language.
The most important feature is its flexibility allowing tests
of different variants of coding algorithm. The software runs
on PC compatible computers under the Windows NT
operational system. The coder is implemented for
processing of progressive 4:2:0 720 × 576 sequences with
50 frames per second. The base layer coder is a standard
MPEG 2 coder that processes video in the SIF format but

both the middle layer and the enhancement layer are in the
full Standard Definition TV (SDTV) resolution.

The goal of the experiments was to verify that the
proposed data partitioning between the middle and the
enhancement layers is effective.

Simulations are carried out for constant quality coding,
corresponding to approximately 5 and 7 Mbps for non–
scalable MPEG–2 coding of SDTV signals. Table 1
contains an experimental results for the three-layer scalable
coder. In this case middle layer comprises all headers,
motion vectors and one DCT coefficient per block. The
enhancement layer consists of the rest of DCT coefficients
necessary to restore full quality video. Such data
partitioning causes that the coder produces three bitstreams
with similar bitrates. Experimental results prove that each
bitstream constitutes about 30÷40% of the overall
bitstream.

Figures 2, 3, 4 and 5 show number of bits and PSNR
ratings for particular frame in two GOPs encoded test
sequence. The results for test sequence “FunFair” are
presented on figures 2 and 3. Compared with non-scalable
MPEG-2 coding at bitrate 5.2Mbps, the increase is
between 9% and 16%. The results for test sequence
“Cheer” are presented on figures 4 and 5. Compared with
non-scalable MPEG-2 coding at bitrate 7Mbps, the
increase is between 3% and 12%. The bitrate overhead
between 3% and 16 % measured relative to the single layer
MPEG-2 bitstream is acceptable for generic applications.
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Fig. 2. Bits per frame and PSNR for two GOPs of the test sequence FunFair 5.7Mbps.
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Fig. 3. Bits per frame and PSNR for two GOPs of the test sequence FunFair 8.1Mbps.
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Fig. 4. Bits per frame and PSNR for two GOPs of the test sequence Cheer 5.4Mbps.
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Fig. 5. Bits per frame and PSNR for two GOPs of the test sequence Cheer 7.8Mbps.



TABLE I
EXPERIMENTAL RESULTS FOR BT.601 PROGRESSIVE SEQUENCES FUNFAIR AND CHEER

Funfair Cheer

Bitstream [Mb] 5.2 7.0 5.2 7.0Single layer
coder

(MPEG-2) Average PSNR [dB] for luminance 32.2 33.8 31.9 33.7
Base layer average PSNR [dB] for luminance 33.1 34.1 31.7 33.1
Average PSNR [dB] for luminance recovered from
all three layers 32.2 33.8 32.0 33.7

Base layer bitstream [Mb] 2.2 2.5 2.1 2.5
Middle layer bitstream [Mb] 2.2 2.8 2.0 2.7
Enhancement layer bitstream [Mb] 1.3 2.8 1.3 2.6

Total bitstream [Mb] 5.7 8.1 5.4 7.8

Proposed
three-layer

coder

Scalability overhead [%] 9.6 15.7 3.8 11.1

IV. CONCLUSION

In this article, the three-layer video codec that provides
spatio-temporal scalability mixed with data partitioning has
been proposed. The experimental data prove that the coder
is able to produce three bitstreams with similar bitrates.
Such bit allocation is very advantageous for practical
applications. The experimental results prove that contrary
to one scalability mode alone acceptable overhead can be
achieved by flexible combinations of spatial/temporal/SNR
scalability with fine granularity.
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