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ABSTRACT 
 
This paper proposes a new temporal consistency measure for 
quality assessment of synthesized video. Disocclusion 
regions appear hole regions of the synthesized video at 
virtual viewpoints. Filling hole regions could be problematic 
when the synthesized video is perceived through multi-view 
displays. In particular, the temporal inconsistency caused by 
hole filling process in view synthesis could affect the 
perceptual quality of the synthesized video. In the proposed 
method, we extract excessive flicker regions between 
consecutive frames and quantify the perceptual effects of the 
temporal inconsistency on them by measuring the structural 
similarity. We have demonstrated the validity of the 
proposed quality measure by comparisons of subjective 
ratings and existing objective metrics. Experimental results 
have shown that the proposed temporal inconsistency 
measure is highly correlated with the overall quality of the 
synthesized video. 
 

Index Terms— Temporal inconsistency measure, 
synthesized video, view synthesis, visual quality assessment 
 

1. INTRODUCTION 
 
In recent years, multi-view imaging systems such as 
autostereoscopic display and free-viewpoint TV have drawn 
plenty of attention of video industry and customers [1], [2]. 
In general, the multi-view imaging systems need a large 
number of views at different virtual viewpoints to provide 
multiple perspectives of the same scene. As a result, view 
synthesis is required to support the multi-view imaging 
systems by generating virtual views at desired viewpoints [3]. 

Depth image based rendering (DIBR) is a widely used 
view synthesis technique. The DIBR contains 3D warping 
and hole filling techniques [4], [5]. In 3D warping, a warped 
video is generated by mapping a given reference color video 
into desired virtual viewpoints with the associated depth 
video. In this process, hole regions could appear in the 
warped video since backgrounds occluded by foregrounds 
could be seen. Hole filling comes next to fill the hole regions 
of the warped video [6]-[9]. 

The existing methods based on DIBR, however, could 
not provide satisfactory quality for synthesized video [10], 
[11]. Most existing view synthesis methods did not consider 
the characteristics of human visual perception for providing 
better viewing quality of synthesized video [12]-[16]. As 
such, synthesized video could contain visible artifacts like 
temporal inconsistency. Visible artifacts in synthesized 
video even cause perceptual problems (e.g., disturbing 
flicker artifacts) in human visual systems. To cope with the 
quality issues of view synthesis, a reliable objective quality 
assessment for synthesized video is needed. 

Most of earlier studies tried to devise the quality 
assessment metrics based on existing 2D quality assessment 
methods such as PSNR and SSIM for 3D image/video [17], 
[18]. They focused on the quality of stereoscopic 3D (S3D) 
image/video rather than that of multiple synthesized videos 
generated by view synthesis. The distortions of synthesized 
video such as geometric distortions and temporal 
inconsistency could not be observed in the conventional 
S3D image/video. These distortions might be caused by 
view synthesis algorithms [10], [19], [20]. Therefore, the 
existing quality assessment based objective metrics might be 
unreliable to deal with the quality of the synthesized video.  

Unlike the 2D video quality assessment [29]-[31], a few 
full reference quality assessments for the synthesized views 
were proposed. Conze et al. devised an objective metric 
considering textures, gradient orientations, and contrasts of 
the synthesized views [19]. In [20], Battisti et al. proposed a 
3DSwIM using the differences between histograms of the 
synthesized views and reference views in wavelet domain. 
However, for the synthesized videos in multi-view imaging, 
the full reference quality assessment approaches are not 
appropriate. In multi-view imaging systems, it is not possible 
to provide corresponding reference videos at multiple virtual 
viewpoints. In addition, most existing studies were limited in 
spatial distortions of the synthesized views without 
considering the visible artifacts in time domain [32]. 

In this paper, we investigate temporal inconsistency in 
order to assess the quality of synthesized video distorted by 
view synthesis. In synthesized videos, severe visible artifacts 
caused by view synthesis could mainly occur around specific 
regions (e.g., hole regions) [10]. So quality assessment 



 
(a) 

(b)
Fig. 1. Example of temporal inconsistency over consecutive frames 
for “Lovebird1” (143-146th frames). (a) Consecutive frames with 
hole regions. (b) Hole-filled results by view synthesis based on 
DIBR [7]. Black color regions in (a) represent hole regions. 

 
performance became poor when existing quality metrics 
were applied on the entire region [20], [21]. From these 
observations, we propose a new critical temporal 
inconsistency (CTI) measure to effectively and objectively 
assess the quality of the synthesized video by measuring the 
structural similarity only on the specific regions. To detect 
the specific regions, we calculate the differences between 
temporally neighboring frames. Then, a threshold is applied 
to select the most important errors. In this literature, these 
regions are identified as excessive flicker regions. Finally, 
we measure the structural similarity only on excessive 
flicker regions in synthesized video. In the proposed method, 
by explicitly measuring the structural similarity between 
consecutive frames of the synthesized video, reference video 
are not required to quantify the quality of the synthesized 
video at virtual viewpoints. Hence, the proposed objective 
measurement is more applicable than existing full reference 
methods in multi-view imaging systems. Experimental 
results show that the proposed CTI index has high 
correlation with human subjective scores. 

The remainder of this paper is organized as follows. In 
Section 2, we describe the proposed temporal inconsistency 
measurement method to objectively assess the quality of the 
synthesized video. In Section 3, we describe experiments 
and results. Finally, conclusions are drawn in Section 4. 
 

2. PROPOSED METHOD 
 

In this section, we present the proposed measurement for 
quantifying the perceptual effects of the disturbing flicker 
artifacts of the synthesized video. Fig. 1 shows an example 
of temporal inconsistency on synthesized video. As is seen in 
Fig. 1, structural distortions around hole regions are changing 
in consecutive frames. To properly measure overall quality of 
synthesized video, in this paper, we take into account the 
structural distortions not on entire region but around specific 
regions of synthesized video. In the next subsections, we 
describe the proposed temporal inconsistency measurement to 
objectively assess the quality of synthesized video.  

 
(a) (b) 

Fig. 2. Example of excessive flicker regions detection for 
“Lovebird1” (134-135 frames). (a) Motion-compensated difference 
map between the consecutive frames generated by DIBR method 
[7]. (b) Excessive flicker region map. In (b), white pixels represent 
the excessive flicker regions. 

 
2.1. Excessive flicker regions detection 
 
In this section, we describe the specific regions (denoted as 
excessive flicker regions) that are highly likely to induce 
temporal inconsistency (e.g., flicker) in the synthesized 
video. The excessive flicker regions indicate the differences 
between temporally neighboring frames of synthesized video, 
whose effect causes perceptual problem in human visual 
system. 

In the proposed method, motion-compensated 
differences between temporally neighboring frames are 
found to avoid including differences due to object motions. 
It can be written as 
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where Et represents the motion-compensated difference map.
It denotes the t-th synthesized frame and tÎ denotes the 
motion compensated frame obtained by the backward 
warping from the (t-1)-th synthesized frame. It can be 
written as 
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where It-1 denotes the (t-1)-th synthesized frame. MVt

h and 
MVt

v represent horizontal and vertical motion vectors at t-th 
frame, respectively. Motion vectors are obtained by an 
optical flow method [22]. 

By using Eq. (1), the motion-compensated differences 
are obtained between the corresponding regions in 
temporally neighboring frames. Fig. 2(a) shows an example 
of the motion-compensated differences.  

Among these differences, the excessive flicker regions 
are extracted with a threshold (Tht) which can be written as, 
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where max{} is a maximum operator. W and H represent the 



width and height of image, respectively. The constant C1 is 
to adjust the percentage of the maximum differences for 
detecting excessive flicker regions in each frame. C1 is 10 
which has been found experimentally. The used threshold in 
this paper indicates 10 percent of maximum difference. 

Finally, an excessive flicker region mask (Mt) is 
obtained by applying the threshold Tht, with which excessive 
flicker regions are segmented. This mask can be written as 
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where Mt denotes the excessive flicker region mask at the t-
th frame, which is one for the differences above Tht and zero 
otherwise. 

Fig. 2(b) shows an excessive flicker region map. In Fig. 
2(b), white pixels indicate excessive flicker regions. As 
shown in Fig. 2(b), the pixels on excessive flicker regions 
are mainly located around specific regions such as hole 
regions or object boundaries. 
 
2.2. Structural similarity on excessive flicker regions 
 
Structural similarity on the excessive flicker regions between 
the temporally neighboring frames is measured in order to 
quantify the perceptual effects of temporal inconsistency. To 
maintain temporal consistency in the synthesized video, 
structural mismatches on the corresponding regions are 
supposed to be minimized. 

To measure structural similarities on pixels belonging to 
excessive flicker regions, a widely used quality metric SSIM 
(Structural Similarity [23]) is adopted. Let  denote a set of 
pixels in excessive flicker regions. (i.e., = {(x,y) | Mt(x,y) 
= 1}. The structural similarity on excessive flicker regions 
between temporally neighboring frames is denoted as CTI 
index in this paper. CTI index for the t-th can be written as 
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where | | denotes the number of pixels in . lx,y and 

yx,l̂ represent local windows (size of 11 11) centered at 

(x,y) in It and tÎ , respectively. Note that 11 11 window 
yielded a good result of local image statistics in [23]. 

In Eq. (5), SSIM index between the two local windows 
lx,y and yx,l̂ , can be written as 
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where l and l are mean value and standard deviation in the 
local window l, respectively. llˆ  denotes the covariance 

between l and l̂ . C2 and C3 are constants to avoid zero of 
the denominator. In our experiment, C2=6.50 and C3=58.52 
as used in [23]. 
 
2.3. Temporal pooling 
 
To obtain a final CTI score for synthesized video, temporal 
pooling for all CTI scores obtained from frames is needed. 
In this paper, a weighted average pooling is adopted. On the 
entire frames of the synthesized video, several frames could 
cause disturbing flicker artifacts by excessive structural 
mismatches between temporally neighboring frames. As a 
result, the degree of flicker artifacts is proportional to the 
number of pixels on the excessive flicker regions at each 
frame. Consequently, the final CTI score for the synthesized 
video can be written as 
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where T represents the number of frames for synthesized 
video. t  is a weight value for the t-th synthesized frame. It 
can be written as 
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where Nt denotes the number of pixels belonging to the 
excessive flicker regions at the t-th synthesized frame. The 
weight decreases as the number of pixels on the excessive 
flicker regions decreases. 

 
3. EXPERIMENTS AND RESULTS 

 
To verify the proposed temporal inconsistency measure for 
objective quality assessment for synthesized video, 
experiments have been performed with DIBR video datasets. 
In next subsections, we describe datasets used in our 
experiments and performance of the proposed method. 
 
3.1. Datasets 
 
We used IRCCyN/IVC DIBR video datasets, which 
contained 84 synthesized videos (= 3 datasets  4 virtual 
viewpoints  7 view synthesis algorithms) of about 6 
seconds in 1024 768 resolution [24]. The IRCCyN/IVC 
DIBR video datasets consist of three different multi-view 
plus depth sequences (MVD), which are Book Arrival, 
Lovebird1, and Newspaper. Table 1 illustrates a detail 
description of each dataset and view synthesis conditions. 

In these database, four different synthesized videos were 

means that the reference video at Cam 8 was warped to the 



Table 1. Datasets and view synthesis conditions in [24].  
Dataset Frame 

rate  
Number of 

frames Virtual viewpoints 

Book Arrival 15Hz 100  
 

Lovebird1 30Hz 150  
 

Newspaper 30Hz 200  
5 

 
virtual viewpoint at Cam 9 to generate synthesized video. 

In the IRCCyN/IVC DIBR video datasets, test videos 
were generated by using seven different algorithms: A1) 

3
method2 (borders are inpainted) [3
method [14 15], A5) Ndjiki-
method [7 16], and A7) unfilled 
sequences with holes. IRCCyN/IVC DIBR video datasets 
provide mean opinion scores (MOS) obtained by an 
Absolute Category Rating (ACR) subjective assessment 
experiment. A detailed description of the subjective 
assessment of IRCCyN/IVC DIBR video datasets can be 
found in [24]. 
 
3.2. Performance evaluation of the proposed objective 
quality assessment metric 
 
To evaluate the performance of the proposed objective 
quality assessment metric, we used three performance 
measures: Pearson linear correlation coefficient (PLCC), 
Spearman rank order correlation coefficient (SROCC), and 
root mean square error (RMSE).  

In our experiment, we calculated the PLCC, SROCC, 
and RMSE between subjective MOS values provided in [24] 
and predicted MOS values transformed from objective 
quality assessments [25]. To obtain the predicted MOS 
values, objective quality assessment scores are transformed 
to the predicted MOS values (MOSp) using the nonlinear 
regression with five parameters logistic function [25]. The 
predicted MOS values can be written as 
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where x represents the objective metric scores and the 
parameters (i.e., 1 - 5) are determined using the subjective 
MOS values and objective metric scores. To obtain the 
parameters, we used a curve fitting toolbox in MATLAB.  

To verify the performance of the proposed method, 
seven existing quality assessments (QA) were used for 
performance comparisons.  Five metr ics were 2D 
image/video QA models. Two metrics were 3D image QA 
models for synthesized view. In 2D image QA models, PSNR, 
SSIM [23], multi-scale SSIM (MS_SSIM) [26], and visual 
information fidelity (VIF) [27] were used. Video quality 

Table 2. Prediction performance comparison for synthesized video.  
Objective metrics PLCC SROCC RMSE 

PSNR 0.2605 0.2719 0.5545 
SSIM 0.2685 0.2685 0.5652 

MS-SSIM 0.4521 0.4529 0.4601 
VIF 0.2768 0.2769 0.5628 

VQM 0.3128 0.3143 0.5480 
VSQA 0.5378 0.5381 0.4529 

3DSwIM 0.5427 0.5441 0.4351 
Proposed CTI 0.7217 0.7218 0.4012 

 
measurement (VQM) is a 2D video QA model [28]. In 3D 
image QA models, view synthesis quality assessment 
(VSQA) [19] and 3DSwIM [20] for QA of synthesized view 
were used. Note that the 2D and 3D image QA models were 
applied to each frame. Then, the objective assessment scores 
at all frames were averaged to obtain final quality score. 

Table 2 shows the prediction performance of the 
proposed and existing quality metrics. In Table 2, the 
performance evaluation results revealed the proposed CTI 
index achieved high correlation with subjective MOS of 
synthesized videos provided IRCCyN/IVC DIBR database 
(PLCC was 0.7217 and SROCC was 0.7218). In fact, the 
performance of the proposed objective QA metric was better 
than those of the existing 2D and 3D QA metrics. Naturally, 
these results indicate that the temporal inconsistency is one 
of the most important factors affecting the overall quality of 
the synthesized video. In particular, when SSIM applied to 
entire region at each frame of the synthesized videos, the 
performance prediction was poor (PLCC was 0.2685 and 
SROCC was 0.2685). On the other hand, the proposed 
method achieved high prediction performance by measuring 
the structural similarity only on the excessive flicker regions. 
These results point out that distortions on specific regions 
are highly related to the overall quality of synthesized video. 
 

4. CONCLUSIONS 
 
This paper presented a new objective temporal inconsistency 
measure, CTI, to effectively predict the quality of the 
synthesized video without reference video. The proposed 
CTI extracted excessive flicker regions. Then, the structural 
similarity on the excessive flicker regions between 
temporally neighboring frames was measured to quantify the 
perceptual effects of temporal inconsistency. Experimental 
results showed that the proposed method significantly 
improved the prediction performance of the synthesized 
video. In particular, the experimental results indicated the 
temporal distortions on specific regions were highly 
dependent on the overall quality of the synthesized video. 
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