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Abstract—The 3D extension of HEVC (3D-HEVC) significantly 

improves the coding efficiency of 3D video at the expense of 

computational complexity. This paper presents a novel fast mode 

decision algorithm for depth map coding based on the grayscale 

similarity and inter-view correlation. First, depth map grayscale 

similarity is adopted to judge whether the reference frame could 

assist the coding of current frame. When the difference of average 

grayscale between the co-located CU and the current CU is 

smaller than the similarity threshold, the depth level of current 

CU will be restricted by that of the coded reference CU. Second, 

the grayscale similarity and inter-view correlation are jointly used 

for dependent views to achieve early decision on the best 

prediction unit (PU) mode. The mode decision procedure will be 

early determined when the co-located CU, which has a grayscale 

similarity with the current CU, selects Merge or Inter 2N×2N as 

the best prediction mode. Moreover, when the corresponding CU 

in the independent view selects Merge or Inter 2N×2N as the best 

prediction mode, the current CU will skip other PU modes 

checking based on the strong inter-view correlation. Finally, 

different strategies are proposed for P-frames and B-frames of 

dependent views in view of the characteristics of different 

prediction structure. For B frames, the PU mode information of 

the coded independent view is utilized as reference to skip the 

unnecessary mode decision processes. For P frames, the 

spatial-temporal correlation is considered in the process of early 

mode decision to determine whether choosing the Merge mode or 

Inter 2N×2N as the best mode. Experimental results show that our 

proposed scheme achieves considerable time saving with 

negligible degradation of coding performance. 

 
Index Terms—Video coding, visual communication, depth map 

coding, 3D-HEVC, grayscale similarity, inter-view correlation, 

early termination 
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I. INTRODUCTION 

HREE-DIMENSIONAL (3D) video systems are 

increasingly popular due to their real world visual 

experience with depth perception. Meanwhile, advances in 3D 

content acquisition and display technologies have pushed the 

development of 3D video [1], [2]. Multiview-video-plus-depth 

(MVD), which is formed by multiview texture video and its 

corresponding depth maps representing the geometric 

information of scene, has been a fundamental and efficient 3D 

data format [3], [4,] [5]. It allows for synthesis of much more 

virtual views by exploiting Depth-Image-Based-Rendering 

(DIBR) [6], [7]. However, MVD data is more complicated to 

process due to the introduction of the depth map. Therefore, 

high efficiency is important for the practical applications of 

MVD systems. 

ITU-T and MPEG set up the Joint Collaborative Team on 

Video Coding (JCT-VC), and developed the new generation 

high efficiency video coding standard (HEVC) [8]. HEVC 

achieves significant compression efficiency and promotes the 

development of video coding technology [9]. For the purpose 

of developing an advanced 3D video coding standard, the Joint 

Collaborative Team on 3D Video Coding Extension 

Development Working Group (JCT-3V) was created in 2012 

by ITU-T and MPEG [10]. After the standardization of 

3D-AVC, JCT-3V focused on developing a 3D extension of the 

HEVC video coding standard and drafted the test model of 

3D-HEVC [11], [12]. 3D-HEVC introduces new prediction 

techniques and coding tools to improve the efficiency of MVD 

data coding [13].  

3D-HEVC inherits the key coding technologies of HEVC, 

especially for independent view which entirely adopts the 

HEVC compliant codec. In addition to motion-compensated 

prediction (MCP), 3D-HEVC also introduces 

disparity-compensated prediction (DCP) for dependent views 

referring to previously decoded frames of the basic view [14], 

[15]. For depth data, 3D-HEVC incorporates inter-component 

prediction technology and additional coding tools. A depth map 

is a grayscale Luma-only image in which each sample indicates 

the relative distance from the object to the camera plane in the 

3D space. The geometry information given by the depth data is 

exploited in the rendering process using DIBR [16]. Depth 

maps have quite different characteristics than the texture videos, 

which consist of large quantity of smooth regions separated by 
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sharp edges. Consequently, the efficiency of depth coding can 

be improved by regarding its properties. 3D-HEVC has 

included several additional coding tools for depth map coding, 

such as the Depth Modeling Modes (DMMs), motion parameter 

inheritance (MPI), and View Synthesis Optimization (VSO). 

Conventional intra prediction and transform coding in HEVC 

produce significant artefacts at sharp edges in depth maps and 

affect the quality of synthesized intermediate views. DMM 

partitions a depth block into two non-rectangular regions using 

two different partition types, namely Wedgelets and Contours 

[17]. Each partitioned region is represented by a constant 

partition value (CPV). DMM achieves a better representation of 

edges and more accurate predictions, which is integrated as an 

alternative to the intra modes. Furthermore, MPI as an 

inter-component tool extracts the motion information from the 

coded texture video for depth map coding [18]. 3D-HEVC has 

achieved great coding efficiency for dependent views and depth 

data by introducing inter-view and inter-component coding 

tools. Meanwhile, the computational complexity of 3D-HEVC 

has increased exponentially due to the introduction of the 

wedgelet pattern decision in DMM, complex Rate Distortion 

Optimization (RDO) process, and VSO process for depth video 

coding [19], [20]. It is obviously necessary to research fast 

coding algorithms to reduce computational complexity of 

3D-HEVC and simultaneously ensure the coding performance. 

Currently, many fast coding algorithms have been proposed 

for 3D-HEVC. Chi et al. presented a fast CU size decision 

algorithm which jointly takes advantages of the inter-view 

correlation and quad-tree structure constraints for 3D-HEVC 

[21]. In [22], Mora et al. proposed the inter-component coding 

tools, the texture quad-tree initialization (QTI), and the depth 

quad-tree limitation (QTL) to simultaneously achieve time 

saving and coding gains. Tohidypour et al. proposed a fast 

method that adaptively adjusted the motion search range and 

introduced early termination for the inter/intra prediction mode 

search [23]. This method mainly exploited the inter-view 

correlation of motion homogeneity, prediction modes, RD cost 

and the disparity between different views. In [24], [25], 

Tohidypour et al. reduced the computational complexity of 

3D-HEVC by utilizing inter-view information of encoded 

neighboring blocks to predict the mode of blocks in dependent 

views. Shen et al. proposed a fast and efficient mode decision 

algorithm, which exploits not only the correlation among 

spatial and temporal neighboring CUs but also the relevance of 

inter-views and inter-levels [26]. In [27], Zhang et al. proposed 

a fast decision algorithm for dependent texture views to reduce 

the encoding time of 3D-HEVC, which utilized the inter-view 

correlation to early decide Merge mode and terminate CU 

splitting. In [28], [29], [30], Zhang et al. proposed several fast 

algorithms to reduce the computational complexity of the 

procedures of motion estimation and disparity estimation. 

Some fast algorithms have also been presented for depth 

coding in 3D-HEVC. Zhang et al. utilized a classification 

method to partition the depth block to replace the DMM mode 

when coding depth map [31]. Sanchez et al. proposed to reduce 

the complexity of depth intra prediction of the 3D-HEVC by 

exploiting a Simplified Edge Detector (SED) algorithm to 

exclude the unnecessary DMM evaluations [32]. Gu et al. 

selectively skipped intra Segment-wise DC Coding (SDC) 

mode in full RD cost calculation to accelerate the depth intra 

coding [33]. Merkle et al. proposed a simplification of the 

Wedgelet search for DMM modes 1 and 3 to reduce the 

encoder/decoder complexity [34]. A fast DMM mode selection 

algorithm for depth intra coding was proposed by Gu et al. in 

[35], which utilized the selection results of MPMs to early 

terminate the DMM full-RD cost calculation to achieve time 

saving. In [36], Gu et al. proposed a fast selection algorithm to 

skip unnecessary Bi-Partition modes by using the RD cost 

value calculated in HEVC intra Rough Mode Decision (RMD) 

as the mode selection threshold. Zhang et al. presented a 

low-complexity depth map compression method for 

HEVC-based 3D video coding, which includes early mode 

decision termination, adaptive search range motion estimation, 

and fast disparity estimation [37]. In [38], Li et al. presented a 

fast mode decision algorithm for 3D-HEVC based on the depth 

information to limit the required coding level to accelerate the 

encoding process.  

However, the existing fast algorithms for depth map coding 

have not adequately exploited the spatial, temporal, and 

inter-view correlation. The characteristics of the depth map are 

rarely mined and used as well. In this paper, to reduce the 

complexity of the 3D-HEVC, we propose a novel fast mode 

decision method based on grayscale similarity and inter-view 

correlation for depth map coding, which sufficiently utilizes the 

depth map’s grayscale similarity among the inter-frames and 

the correlation between independent view and dependent views. 

The main contributions of this paper can be summarized as 

follows: 1) we take into account depth characteristics different 

from texture and mine the grayscale similarity of the depth map 

between the temporal reference frame and current frame, which 

is as a criterion to judge whether or not to early terminate 

current CU splitting; 2) for dependent views, the grayscale 

similarity and inter-view correlation are combined to early 

determine the best PU mode; 3) based on the distinct coding 

characteristics of the P-frames and B-frames, different mode 

decision methods are adopted to achieve respectable time 

saving and simultaneously assure the coding performance. 

Experimental results demonstrate the effectiveness of our 

proposed approaches. 

The rest of the paper is organized as follows. Section II 

introduces the coding structure and mode decision process for 

3D-HEVC. Section III analyzes the temporal correlation in the 

PU mode and CU splitting depth level based on the grayscale 

similarity and the inter-view correlation for dependent views in 

the depth map coding. Based on the analysis in Section III, a 

fast mode decision method is proposed for depth map coding in 

Section IV. Experimental results and conclusions are given in 

Sections V and VI, respectively. 

II. BACKGROUND 

A. MVD Prediction structure 

The prediction structure of three view texture videos and 

corresponding depth maps in 3D-HEVC are depicted in Fig. 1. 

http://dict.hjenglish.com/w/sufficiently
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As a base view, namely independent view, View 0 is coded first 

and uses the hierarchical B picture (HBP). The other dependent 

views, View 1 and View 2, are subsequently coded. All 

intra-coded key pictures (I frames) are replaced by inter-coded 

pictures (P frames) using the inter-view prediction in dependent 

views. The remaining pictures with hierarchical B pictures use 

inter-view prediction and temporal prediction [39]. For the 

random access configuration, key frames will be inserted at 

each intra period, which is set as 24 in Fig. 1. Ti represents the 

texture video, Di is the depth map coded after Ti, and i denotes 

the ith view. 
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Fig. 1. The prediction structure of three view texture videos and depth maps in 

3D-HEVC. 
 

B. CU splitting and Mode decision 

The same quad-tree coding structure is inherited from HEVC 

for both texture videos and depth maps in 3D-HEVC. Each 

frame is divided into slices, and then a slice is partitioned into a 

series of coding tree units (CTUs). As the basic coding unit, 

CTU can be split into four CUs. In addition, a CU can also be 

recursively split into four sub-CUs coming to the next depth 

level. The prediction information for the CU is carried by the 

prediction unit (PU), whose root node is the CU [40]. There are 

two PU types for intra prediction and eight PU types for inter 

prediction in the PU mode decision process. The encoders 

perform eleven PU modes for inter-frames, consisting of Merge 

mode (including Skip mode, which is a special Merge mode 

without residuals), eight Inter modes (2N×2N, N×N, N×2N, 

2N×N, 2N×nU, 2N×nD, nL×2N, and nR×2N), and two Intra 

modes (2N×2N, N×N), as shown in Fig. 2. 

 

Merge Mode

Inter Modes

Intra Modes

2N × 2N

2N × 2N N × N N × 2N 2N × N

2N × nU 2N × nD nL × 2N nR × 2N

2N × 2N N × N
 

Fig. 2. PU modes in 3D-HEVC. 

 

Considering the characteristics of MVD videos, 3D-HEVC 

modifies HEVC codecs for coding the dependent views and the 

depth data, which exploits inter-component (texture-depth) and 

inter-view redundancies in 3D videos. In the current 3D-HEVC 

design, new depth intra modes have been introduced for depth 

map coding. DMM, as a new intra mode, is adopted for the 

sharp edges mainly characterizing the depth map. When 

deciding the best intra mode for the depth map, DMM is added 

to the full RD-list along with the conventional intra prediction 

modes. Finally, the mode with the lowest RD cost in the list can 

be selected as the best 3D-HEVC intra mode. Although DMM 

improves the coding performance of the depth map, it brings 

unaffordable complexity to compressing the depth map. 

In the reference software implementation of 3D-HEVC 

(HTM), the complex Rate Distortion Optimization (RDO) 

process is performed for each depth level in order to determine 

the best CU splitting depth level and the best prediction mode.  

 
* arg min ,

( ) ( ).

m

m
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                    (1) 

where C  denotes the candidate mode set; 
mP is the RD cost 

function; ( )D m  is the distortion caused by coding the original 

CU with the candidate mode m ;   is the Lagrangian 

multiplier; ( )B m  represents the number of bits used for 

encoding the current CU with the candidate mode m . Finally, 

the coding mode with the least RD cost is selected as the best 

one in the RDO process. 

III. MOTIVATION AND STATISTICAL ANALYSES 

As described above, the depth level and prediction mode 

decision have inevitably increased the computational 

complexity of HTM encoder. Therefore, the key issue in this 

paper is how to accurately early terminate CU splitting and skip 

unnecessary PU candidate modes to predigest the exhausted 

original method. 

Consequently, some experiments are conducted to analyze 

the coding process. The test conditions are presented in Table I. 

The main configuration is set as Common Test Condition (CTC) 

defined by JCT-3V for HTM experiments [41].  
Table I. Test Conditions. 

Profile Main 

Group size 8 

QP pairs (25,34),  (30,39),  (35,42),  (40,45) 

CTU size 64 × 64 

Intra Period 24 

Coding Structure Hierarchical B frame structure 

Fast Options-QTL Enabled 

Software Version HTM 13.0 

 

A. Distributions of depth levels and PU modes 

Generally, all possible CU splitting depth levels ranging 

from 0 to 3 are recursively examined in order to decide the best 

depth level of a CTU in a depth map. However, only a few CUs 

need to be split into the maximum depth level. The distribution 

of splitting depth levels of depth map CUs are shown in Table II. 

It can be observed from the table that the average percentage of 

CUs selecting the first two depth levels as the best depth level is 
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up to 99.04%, while the total average percentage of CUs 

selecting the last two depth levels is about 0.97%, and the CUs 

selecting the last depth level only accounts for 0.18%. 

Obviously, if we early decide the max depth level of current CU 

and skip the unnecessary larger depth levels, the majority of the 

coding time will be saved. 
Table II. Depth Levels Distribution of CU Splitting in Depth Maps. 

Sequences Depth 0 Depth 1 Depth 2 Depth 3 

Lovebird1 96.89% 2.30% 0.64% 0.18% 

BookArrival 90.89% 7.33% 1.53% 0.26% 

Doorflowers 96.11% 3.00% 0.74% 0.15% 

Poznan_CarPark 97.55% 1.75% 0.54% 0.18% 

Poznan_Hall1 96.36% 3.03% 0.50% 0.11% 

Average 95.56% 3.48% 0.79% 0.18% 

 

In addition, the mode decision performs a complex RDO 

process by traversing all inter and intra modes to select the best 

mode with the least RD cost for each depth level, which is a 

time-consuming computation. It is necessary to analyze the 

characteristics of mode distribution to skip unnecessary modes. 

Merge mode is added into the HEVC as a new prediction mode, 

which derives the motion model parameters from spatial or 

temporal neighbors. In other words, the CUs that choose the 

Merge mode as the best mode share motion information with 

their neighboring CUs. These CUs generally have similar 

characteristics and belong to the same region or have a similar 

depth value [8], [42]. Thus, CUs located in the consecutive 

background and static regions are suitable for encoding in the 

Merge mode [43]. Table III shows the distribution probability 

of three category modes for depth map coding, which are 

Merge, Inter 2N×2N, and other modes. It can be observed from 

Table III that the Merge mode accounts for 96.07% on average 

for depth map coding. In HTM, the Merge mode is checked 

ahead of other modes in the mode decision. Nevertheless, there 

is no need to traverse extra modes (remaining inter and intra 

modes) in most circumstances. If the Merge mode can be early 

determined, the mode decision process can reduce the 

computational complexity to a great extent. Thus, we can figure 

out reasonable conditions to skip unnecessary depth level 

checking and early terminate the mode decision to save 

encoding time.  

 
Table III. PU Mode Distribution of Depth Maps. 

Sequences Merge Inter2Nx2N Other modes 

Lovebird1 98.17% 0.13% 1.72% 

BookArrival 94.06% 0.25% 5.69% 

Doorflowers 97.73% 0.07% 2.20% 

Poznan_CarPark 97.09% 0.17% 2.75% 

Poznan_Hall1 93.33% 0.20% 6.47% 

Average 96.07% 0.16% 3.77% 

 

B. Grayscale similarity of depth map between inter-frames 

Depth maps have quite different characteristics from texture 

videos. The depth map represents the distance between an 

object and the camera. Most regions within an object have 

similar depth-level distributions. Thus, the homogeneous 

regions belonging to backgrounds or the same object mostly 

select small CU depth levels and simple prediction modes, 

while the boundary regions with sharp edges choose finer split 

types and small PUs [44]. Generally, regions within an object 

have similar distance information reflecting on the grayscale in 

the depth map. Consequently, it is feasible to exploit the 

average grayscale to determinate whether the regions have a 

similar property, such as homogeneous regions or backgrounds. 

The two regions with approximate average grayscales probably 

have similar depth levels and prediction modes. 

Based on the above analysis and taking account into the 

strong correlation between the current CU and the co-located 

CUs in the temporal reference frame [45], [46], the grayscale 

similarity between the current CU and the co-located CU in the 

reference frame is investigated. We define several parameters 

to explicitly represent the investigation process. The flag of the 

grayscale similarity, 
GS , is defined as: 

,

, .

cur ref

G

true if G G TH
S

false otherwise

  
 


                (2) 

where curG is the average grayscale of the current CU, and refG  

is the average grayscale of the co-located CU in the reference 

frame. The current CU and the co-located CU in reference 

frame are depicted in Fig. 3. TH represents the threshold of the 

grayscale similarity which is set  to 1 through extensive tests by 

considering the trade-off between encoding time and coding 

performance.  

Coded reference frame Current frame

CCO

 
Fig. 3. The current CU and the co-located CU in the reference frame. C 
represents the current CU; CO is the co-located CU in coded reference frame.  

 

Two percentages, mP and sP are defined as: 

( & & )

( )

cur ref G

m

G

N D D S true
P

N S true

 



                (3) 

( )

( )

G

s

N S true
P

N all CUs


                               (4) 

where curD represents the max coding depth level of the current 

CU and refD is the max coding depth level of the co-located CU 

in the reference frame. ( )N  represents the number of CUs that 

meet the conditions. mP represents the percentage of the CUs 

whose max coding depth level is less than or equal to that of its 

reference CUs in the CUs where GS is true. sP represents the 

percentage of the CUs where GS is true in the all encoding CUs. 

Experimental results are shown in Table IV. It can be seen that 

mP  accounts for 99.88% on average. sP  appears from 32.41% 

to 94.15%, 74.94% on average.  

In addition to the depth level, the prediction mode 

distribution of the current CU is also tested. First, the 
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condition
1R is defined as follows. 

1 { && ( | | )}cur ref rR G G TH M Merge Inter 2N 2N      (5) 

where 
rM  represents the best mode of its co-located CU in the 

reference frame. It can be observed from Table V that a 

majority of the CUs select the Merge mode as the best 

prediction mode when 
1R  is satisfied.  

Table IV. Experimental Results of 
mP  and 

sP . 

Sequences 
mP

 sP
 

Lovebird1 99.92% 94.15% 

BookArrival 99.85% 69.24% 

Doorflowers 99.91% 87.46% 

Poznan_CarPark 99.91% 91.45% 

Poznan_Hall1 99.83% 32.41% 

Average 99.88% 74.94% 

Table V. Mode Distribution of Depth Maps when 
1R  is Satisfied. 

Sequences Merge Inter2Nx2N Other modes 

Lovebird1 99.41% 0.22% 0.37% 

BookArrival 98.02% 0.73% 1.25% 

Doorflowers 99.28% 0.27% 0.45% 

Poznan_CarPark 99.17% 0.25% 0.59% 

Poznan_Hall1 97.20% 0.67% 2.13% 

Average 98.62% 0.43% 0.96% 

 

Based on the above analysis, it can be obviously concluded 

that the correlation of CU depth level and PU mode between 

inter-frames is strong when 
GS  is true. If the maximum depth 

level of CU splitting and PU modes could be early determined, 

the encoding time of the depth map would be greatly decreased. 

Accordingly, an efficient fast coding scheme can be developed 

by utilizing the grayscale similarity of the depth map between 

inter-frames. 

C. The correlation of inter-view for dependent views 

Since multiview videos represent the same scene at the same 

time with only differences in camera angle, there is a lot of 

redundant information between multiple views. To take full 

advantage of the inter-view correlation, the statistic of 

inter-view correlation of the prediction mode is also performed. 

Different from the statistic in Table III which shows the 

distribution probability for both independent views and 

dependent views, this part lists the mode distribution only for 

dependent views. Table VI gives the prediction mode 

distribution of current CU in dependent depth views when the 

best mode of its corresponding CU (located by the disparity 

vector) in the independent depth view bM  is the Merge mode 

or Inter 2N×2N. In the table, the condition 2R  is expressed as 

2 { ( | | )}bR M Merge Inter 2N 2N                     (6) 

It can be observed from the table that 94.41% of CUs choose 

the Merge mode as the best prediction mode and 1.63% of CUs 

choose Inter 2N×2N when the condition 2R is satisfied.  

Based on the above analysis, it can be inferred that the mode 

correlation between views is tight, so the mode information of 

the coded independent views can be used as a reference to guide 

the coding of the current view. Thus, the dependent view 

coding can exploit the coded mode information of the 

independent depth view to reduce computational complexity. 

 

Table VI. Mode Distribution of Depth Maps for Dependent Views when 
2R  is 

Satisfied. 

Sequences Merge Inter2Nx2N Other modes 

Lovebird1 95.41% 1.63% 2.96% 

BookArrival 90.71% 2.53% 6.76% 

Doorflowers 97.08% 0.96% 1.96% 

Poznan_CarPark 97.16% 0.78% 2.06% 

Poznan_Hall1 91.67% 2.22% 6.11% 

Average 94.41% 1.63% 3.97% 

IV. PROPOSED FAST MODE DECISION ALGORITHM 

As observed in Section III, there are grayscale similarity 

between inter-frames for depth map coding and the inter-view 

correlation for dependent views. In this section, we present a 

fast decision algorithm for depth map coding, not only utilizing 

the temporal relevance about CU splitting and prediction mode 

checking, but also the mode information of the independent 

depth view for the remaining views. The details of the proposed 

algorithm are presented as follows. 

A. Early CU depth determination based on grayscale 

similarity 

It can be observed from Table IV that when the grayscale 

similarity 
GS  is true, there are 99.88% CUs on average whose 

max coding depth level is less than or equal to the co-located 

CUs in the coded reference frames. Based on this observation, 

an early CU depth level termination scheme is proposed in 

order to simplify the process of quad-tree recursive traversal. 

First, curG and refG are calculated. Then, the grayscale 

similarity GS  needs to be judged by the similarity threshold 

TH . When the difference of curG and refG is smaller than TH , 

the two CUs have a similar average grayscale and 
GS is true; 

otherwise, 
GS is false. In other words, if the content of the two 

CUs have too many differences, then
GS would be false and the 

current CU would not be accurately predicted when it utilizes 

the coded information of the co-located CU to simplify the 

coding process.  

The depth level information refD is extracted as the reference 

for the current CU. The maximum depth level of the current CU, 

maxD , is determined according to the value of GS  and can be 

expressed as: 

max

,

, .

ref G

org

D if S true
D

D otherwise


 


                         (7) 

where orgD  is the maximum depth level of original HTM 

algorithm, and the value is usually set as 3. When maxD  is 

determined, it can be used for limiting the splitting of the 

current CU to avoid unnecessary RD cost checks for the larger 

depth levels. 
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Generally, CUs covered by simple motion-content or 

background areas choose a small depth level. In contrast, most 

of the CUs that have sharp edges and complex motion-content 

tend to split to larger depth levels. To further simplify the 

time-consuming recursive traversal process, a minimum depth 

level limitation condition is added to the early CU depth 

determination scheme based on grayscale similarity. It utilizes 

the coded information of spatial adjacent CUs and temporal 

co-located CU in the forward reference frame. The condition of 

minimum depth level can be described in detail as follow.  

The predicted depth level of the current CU, preD  , is defined 

as: 

( )pre left above coD D D D                         (8) 

where 
leftD  represents the maximum depth level of the adjacent 

left CU of the current CU, and 
aboveD  represents the maximum 

depth level of the adjacent above CU of the current CU. 
coD  is 

the maximum depth level of the co-located CU in the reference 

frame of the current CU. α and β are the weight factors. Since 

this limitation is used under the condition that the grayscale 

similarity
GS  is true, the temporal co-located CU in the 

reference frame have a larger influence with current CU. Thus, 

α and β are set to 0.25 and 0.5, respectively. 

Then, the minimum depth level of the current CU, 
minD , is 

determined based on the value of preD  and 
GS , which can be 

formulated as follows.  

min

1, & & 1 2,

2, & & 2 3,

0, .

G pre

G pre

if S true D

D if S true D

otherwise

  


   



               (9) 

When GS  is true, minD has a different value with a different 

preD .When 
GS  is false, 

minD  would not be used as the depth 

level limitation for the current CU and the minimum depth level 

of the current CU would be the original value 0 in HTM. When 

the reference CU of the current CU is split to a large depth level, 

the current CU quite possibly splits to a large depth level. The 

RDO in small depth levels is obviously unnecessary. Based on 

the minD  calculated using equation (9), a minimum depth level 

is set for the current CU, and the RDO process for the 

unnecessary small depth levels is skipped to avoid redundant 

computation.  

B. Early PU mode decision based on grayscale similarity  

It can be seen from Table V that 99.05% on average CUs 

select the Merge and Inter 2N × 2N modes as the best prediction 

mode when GS  is true. When inter prediction performs, Merge 

and Inter 2N × 2N modes are checked first. If the two modes 

can be early determined, it is unnecessary to check other modes. 

In addition to early CU depth level termination, an early PU 

mode decision is presented as well, which is based on the 

results of the mode distribution of the depth maps. The method 

only checks the Merge mode and skips other modes when 

cur refG G TH   and the best mode of the reference CU is 

Merge mode. If the best mode of the reference CU is Inter 

2N×2N mode, the method only check Merge and Inter 2N×2N 

modes. The modes need to be checked in the RDO process, cM , 

can be defined according to the mode context of reference CUs 

as: 

, & & ,

2 2 , & & ,

, .

G r

c G r

Merge if S true M Merge

M Merge and Inter N N if S true M Inter 2N 2N

All modes otherwise

 


    



 (10) 

where All modes means the modes in the RDO process in the 

original HTM algorithm. 

C.  Early PU mode decision based on inter-view information 

for dependent views 

When coding dependent depth views, the independent view 

has been coded. Therefore, a fast coding method for dependent 

depth views by utilizing coding information of the coded 

independent depth view is proposed. Based on the observation 

in Section III-C, it is reasonable to only check Merge and Inter 

2N×2N modes and skip other modes when 
2R  is satisfied. 

When 
bM is Merge mode, the method only checks the Merge 

mode and skips other modes. Similarly, when 
bM is the Inter 

2N×2N mode, the method checks Merge and Inter 2N×2N 

modes and then skips other modes.  

In summary, the mode that needs to be checked for the 

current CU in B-frames, 
cM , can be determined as: 

, ,

2 2 , ,

, .

b

c b

Merge if M Merge

M Merge and Inter N N if M Inter 2N 2N

All modes otherwise




   



(11) 

Based on the prediction structure of MVD mentioned in 

Section II, we know that there are P-frames and B-frames when 

coding dependent depth views. Generally, P-frames are 

encoded finer than B-frames since P-frames are the reference 

frame of the B-frames. A stricter scheme should be presented 

for P-frames to ensure a good coding performance.  

As the reference frames of P-frames, I-frames perform intra 

coding in the base view. Due to no inter mode reference 

information from the I-frames, the early termination strategy in 

(11) for Merge and Inter 2N×2N modes is disabled for P frames. 

Thus, the coded neighbor P frame is used as a reference for the 

current P frame. In addition to the co-located CU in the coded 

neighbor P frame, the coded spatial neighbor CUs including the 

upper CU, left CU, left upper CU, right upper CU of the current 

CU in P-frames, are taken consideration. Furthermore, the 

mode information of the parent CU is also used as a reference 

since the parent CU has similar characteristics with its children 

CU according to the recursive quad-tree partition in HEVC. All 

the reference CUs are shown in Fig. 4. The best mode of the 

current CU can be early determined based on the condition of 

the neighboring CUs as follows. 

13

, 0,

, .

N

i

i

true if
R

false otherwise







 




                          (12) 

where N is the number of reference CUs, which is equal to 6. i  

represents the Merge flag of the reference CU. If the best mode 

of the reference CU is the Merge mode, the flag is equal to 0; 

otherwise, it is equal to 1. 
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To further improve the accuracy of the fast mode decision for 

P-frames, the Code Block Flag (CBF) is combined with the 

spatial-temporal correlation as the criterion of fast mode 

decision for dependent view coding. Once the CBF of the 

current CU equals to zero, it represents that the current CU 

would be well predicted by the current mode [42], [47].  

 

Coded neighbor P frame Current P frame

CO

LU

CL

U

Parent

RU

 
Fig. 4. The reference CUs and current CU. C represents the current CU; CO is 

the co-located CU in neighbor P frame; L is the left CU of the current CU; U is 

the upper CU; LU is the left upper CU; RU is the right upper CU; Parent 

represents the parent CU of the current CU in the HEVC quad-tree structure. 

 

As a result, the fast PU mode decision for P-frames can be 

presented as follows. When all reference CUs in Fig. 4 select 

Merge mode as the best mode and meet the condition that CBF 

is equal to zero, only the Merge mode needs to be checked and 

the other modes can be skipped in the RDO process. Therefore, 

the mode needing to be checked for the current depth CU in 

P-frames, 
cM , can be expressed as: 

3, && 0,

.
c

Merge if R true CBF
M

All modes, otherwise

 
 


             (13) 

 

D. The overall algorithm 

According to the above analysis, the proposed fast algorithm 

for depth map coding is described in Algorithm 1. 

 

Algorithm 1 Proposed Fast Mode Decision Algorithm  

1: Start: Calculate curG and refG  

2: Set 
maxD  and minD value based on GS  

3: for Depth = minD  to 
maxD  do 

4: if current view id = 0 then  

     Test Merge mode 

5:      if (
rM Merge &&

cur refG G TH  ) then 

             Go to step 28 

6:      else 

7:            Test  Inter 2N×2N 

8:             if  ( 2 2rM Inter N N  &&
cur refG G TH  ) then 

9:                 Go to step 28 

10:           else 

11:               Go to step 27 

12: else  

13:      Test Merge mode 

14:      if current frame = B frame then 

15:   if ( rM Merge &&
cur refG G TH  ) or 

bM Merge then 

16:                  Go to step 28 

17:              else 

18:                  Test Inter 2N×2N 

19:       if ( 2 2rM Inter N N  &&
cur refG G TH  ) or 

2 2bM Inter N N   then 

20:                   Go to step 28 

21:              else 

22:                   Go to step 27 

23:       else if ( 
3R  = true && CBF= 0 ) then 

24:                   Go to step 28 

25:              else 

26:                   Go to step 27 

27: Test all other inter and intra modes 

28: Determine the best mode with minimal RD cost 

29: end for 

30: Compress the next LCU 

 

V. EXPERIMENTAL RESULTS 

A.  Experimental setup and parameter setting 

In order to evaluate the efficiency of the proposed fast 

algorithm for 3D-HEVC, we implement the algorithm on the 

3D-HEVC reference software HTM 13.0, which has already 

adopted the state-of-the-art methods [21], [33], [34], [35], [48]. 

The test conditions based on the CTC [41] are listed in Table I. 

The proposed algorithm is evaluated with six sequences 

recommended by JCT-3V with two resolutions 1920×1088 

(GT_Fly, Poznan_Hall2, Poznan_Street, Undo_Dancer, and 

Shark) and 1024×768 (Balloons, Kendo, and Newspaper) 

formats. We adopt three view texture videos and their 

corresponding depth maps, which includes an independent 

(center) view and two dependent (side) views. The center, left, 

and right views (in coding order) are presented as the following: 

T0 D0, T1 D1, T2 D2 (where Ti and Di are the corresponding 

texture and depth frames in the ith view, respectively). The 

details of the test sequences are shown in Table VII. Six 

synthesized views are rendered after encoding. In detail, three 

intermediate views are synthesized between each basic view. 

The hardware platform is Intel(R) Xeon(R) CPU E5-1620 v2 @ 

3.70GHz 3.70 GHz, 16.00GB RAM with Microsoft Windows 7 

64-bit operating system.  

 
Table VII. The Multiview Test Sequences with Corresponding Input Views.  

Resolution Test Sequence 3-view input 

1024×768 

Balloons 1-3-5 

Kendo 1-3-5 

Newspaper 2-4-6 

1920×1088 

GT_Fly 9-5-1 

Poznan_Hall2 7-6-5 

Poznan_Street 5-4-3 

Undo_Dancer 1-5-9 

Shark 1-5-9 

 

 

TH represents the threshold of the grayscale similarity, 

which controls the calculation of similarity. The higher the 

value of TH, the more CUs are calculated as grayscale 
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similarities in the current frame. We have tested several values 

of TH (which range from 0 to 2 with step of 0.5) using four test 

sequences to evaluate the reasonability. The relationship 

between TH and the encoding time saving (TS) of depth maps 

and the BDBR increase of the coded and synthesized views are 

shown in Fig. 5. It can be observed form the figure that, when 

TH becomes larger, the encoding time saving of depth maps 

increases. Meanwhile, the loss of coding efficiency will also 

increase. The selected value of TH should keep an acceptable 

coding performance while reducing the complexity observably. 

As shown in Fig. 5, when TH <= 1, the encoding time saving of 

depth maps increases considerably with the increase of TH. 

When TH is set to be 1, a significant encoding time saving of 

depth maps can be achieved with a lower increase of BDBR. 

When TH > 1, the encoding time saving of depth maps 

increases relatively slowly, however it leads to a continuous 

increase of BDBR. Based on the above analyses, TH is set as 1 

by considering the trade-off between the encoding time and 

performance. 
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Fig. 5. Relation between TH and the encoding time saving (TS) of depth maps 

and the BDBR increase of coded and synthesized views for four test sequences. 

(a) Relation between TH and TS. (b) Relation between TH and the BDBR 

increase.  

 

B. Experimental  results 

The coding efficiency of the proposed algorithm is measured 

by the encoding time saving of depth maps, BDBR and 

BDPSNR [49]. The experimental results are summarized in 

Table VIII. In the table, BDBR and BDPSNR columns show 

the coding results of depth maps. The bitrate and PSNR of the 

independent view is the depth map coding result of D0. For 

dependent views, the bitrate and PSNR considered the average 

bitrate and PSNR of two dependent views, namely, D1 and D2. 

TS denotes the encoding time saving of depth maps compared 

to the original HTM13.0 encoder, which is computed as  

 100%
f o

o

ET ET
TS

ET


                         (14)  

where 
fET  is the encoding time of the depth map encoded by 

the proposed fast coding method;  
oET  represents the 

encoding time of the depth map encoded by the original 

HTM13.0 encoder. 

It can be observed from Table VIII that the proposed method 

can effectively achieve time saving for depth map coding and 

can hold a similar performance for all the test sequences. The 

proposed method reduces the encoding time from 13.16% to 

36.43%, on average 25.56% for independent view of the depth 

map. Meanwhile, the proposed method presents an average 

BDPSNR increase of 0.01dB. The above results indicate that 

the fast method based on the grayscale similarity can avoid 

unnecessary CU size and PU mode check processes for the 

independent view. For dependent views, it is obvious that the 

proposed method achieves more encoding time saving because 

of the addition of the inter-view correlation. From 42.12% to 

55.55%, on average 49.49%, encoding time is saved for 

dependent views of the depth map with BDBR saving of 0.97% 

and BDPSNR increase of 0.06dB, on average. 

 

 
Table VIII. Coding Results for Depth Maps of Independent View and 

Dependent Views. 

Sequences 

Independent view Dependent views 

TS 
 (%) 

BDBR 

(%) 

BDPSNR 

(dB) 

TS  
(%) 

BDBR 

(%) 

BDPSNR 

(dB) 

Balloons -25.25% 0.63 -0.02 -46.98% 3.02 -0.11 

Kendo -13.16% 0.67 -0.02 -44.24% 12.14 -0.38 

Newspaper -32.42% 1.40 -0.07 -48.28% -1.14 0.04 

GT_Fly -24.21% -2.64 0.13 -55.55% -11.70 0.79 

Poznan_Hall2 -24.10% -4.94 0.21 -52.95% -0.13 0.00 

Poznan_Street -33.24% 0.12 0.00 -51.50% -4.82 0.14 

Undo_Dancer -36.43% 1.15 -0.07 -54.30% 0.74 -0.06 

Shark -15.63% 3.71 -0.08 -42.12% -5.85 0.09 

1024×768 -23.61% 0.90 -0.04 -46.50% 4.67 -0.15 

1920×1088 -26.72% -0.52 0.04 -51.28% -4.35 0.19 

Average -25.56% 0.01 0.01 -49.49% -0.97 0.06 

 

 

It is worthwhile to mention that BD-rate gains are obtained 

for some depth sequences. There are maybe two reasons for the 

BD-rate gains. 1) In 3D-HEVC, the mode decision process for 

depth maps considers the synthesized view distortion by view 

synthesis optimization (VSO). The VSO aims to optimize the 

overall quality on synthesized views, which is probably 

inconsistent with the quality of the depth map. 2) The depth 

maps have many regions with static backgrounds or simple 

shapes, so that lots of CUs are encoded using simple prediction 

modes, and the complex prediction modes (such as DMM) have 

been skipped [32]. It can be observed from Table VIII that the 
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BD-rate gains are mainly obtained from three sequences 

(GT_Fly, Poznan_Hall2, and Poznan_Street). Generally, the 

CUs encoded in our proposed method probably select larger 

CU size, which may be forced to be split in the original HTM 

algorithm. Thus, the encoder does not need to send the split flag 

or partition size for the smaller CUs, and the header information 

reduction is further achieved. In addition, the quality loss of 

depth map coding is less than the header information reduction, 

which results in BD-Rate gains of depth map coding. The depth 

levels distributions of CU splitting in depth maps coding for 

Poznan_Street, when respectively encoded in our proposed 

method and the original HTM, are shown in Fig. 6. It can be 

observed that some CUs encoded with our proposed method 

select a larger CU size than the ones encoded with original 

HTM. Moreover, the number of CUs selecting the last two 

depth levels is lower when the proposed method is used. 

 

(a)

(b)

Fig.6. Depth levels distributions of CU splitting in depth maps for 

Poznan_Street. (a) Encoded with the original HTM. (b) Encoded with the 

proposed method. 

 

In order to further evaluate the performance of our proposed 

method, two fast mode decision methods [43], [45] are used for 

an objective comparison of coding performance. The early 

Merge mode decision algorithm in [43] and the effective CU 

size decision method in [45] both utilize the spatial-temporal 

correlation information based on the HEVC quad-tree structure 

to early determine the prediction mode or CU splitting. The 

texture and depth videos are all processed in the experiments of 

the two methods. The proposed method in this paper refers to 

the CU depth level and mode decision based on the 

spatial-temporal and inter-view correlations. The comparison 

results are presented in Table IX. The encoding time and 

synthesized view performance are used as a criteria to give a 

rational comparison. The processed data Enc Time is calculated 

as 

100%
f

o

ET
Enc Time

ET
                           (15) 

The columns INDE and DE represent the Enc Time of 

independent views and dependent views, respectively. The 

BDBR and BDPSNR in synthesized columns in Table IX are 

calculated using the average PSNR of synthesized views versus 

the total bitrate. The bitrate is the total bitrate of three coded 

texture and depth views. The PSNR is the average PSNR 

calculated by the six synthesized views. The BDBR and 

BDPSNR in the coded+synthesized columns are calculated 

using the average PSNR of the three coded and the six 

synthesized views versus the total bitrate. The PSNR is the 

average PSNR calculated by the three coded and the six 

synthesized views. The PSNR of the synthesized views are 

measured with regard to the views synthesized by the 

uncompressed original views. 

For independent views, the Enc Time of the proposed 

strategies is 74.45% on average with the maximum of 86.84% 

and the minimum of 63.57%. For dependent views, the Enc 

Time of the proposed strategies is 50.51% with the maximum of 

57.88% and the minimum of 44.45%. It can been observed 

from Table IX that the encoding time of the proposed strategies 

is much less than that of the original HTM13.0 encoders. On the 

other hand, the coding loss of the proposed method is 

acceptable. As shown in Table IX, the BDPSNR loss of the 

synthesized views in the synthesized column is 0.07dB on 

average for all sequences, and the BDBR increase is 2.06%. For 

coded+synthesized views, the BDPSNR loss is 0.01-0.10 dB, 

on average 0.04dB, and the BDBR increase is 0.14-2.59%, on 

average 1.22%. In addition to the HTM encoder, better 

performance on time saving are achieved compared with Pan’s 

method. The proposed method further reduced 18.24% and 

32.28% encoding time for independent views and dependent 

views, respectively. Meanwhile, the BDBR and BDPSNR 

performance of synthesized views are almost kept at the same 

level. The BDBR and BDPSNR performance of 

coded+synthesized views are better than Pan’s method, with 

less than 0.81% BDBR increase and 0.02 BDPSNR loss. 

Similarly, the proposed algorithm also achieves 5.57% and 

22.69% encoding time saving for independent view and 

dependent views, respectively, with compared with Shen’s 

method, and have a better RD performance. The above 

experimental results indicate the proposed scheme is efficient 

for depth map coding in 3D-HEVC. 

In order to give an intuitive presentation, the comparison of 

time saving between the three methods is depicted in Fig. 7. 

Obviously, the proposed fast mode decision method based on 

grayscale similarity and inter-view correlation reduces 

considerable encoding time as compared with the other two 

methods. Especially, it can be clearly seen that the proposed 

method achieves more time saving for dependent views as 

shown in Fig. 7. Due to the strong inter-view correlation, the 

coded mode information of the independent view, which is 

used as reference, accelerates the encoding process of 

dependent views. 
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Table IX. Enc Time(%), BDBR(%) and BDPSNR(dB) Performance Comparison of Different Methods. 

Sequences 

Pan [43] vs HTM13.0 Shen [45] vs HTM13.0 Proposed vs HTM13.0 

Enc Time Synth. 
Coded + 

Enc Time Synth. 
Coded + 

Enc Time Synth. 
Coded + 

 Synth. Synth.  Synth. 

INDE DE 
BDBR / BDBR / 

INDE DE 
BDBR / BDBR / 

INDE DE 
BDBR / BDBR / 

BDPSNR BDPSNR  BDPSNR BDPSNR BDPSNR BDPSNR 

Balloons 93.08 85.66 
3.07 / 2.38 / 

85.07  77.03  
3.49 / 2.43 / 

74.75  53.02  
4.32 / 2.59 / 

-0.12  -0.10  -0.13  -0.09  -0.16  -0.10  

Kendo 88.38  87.21  
2.66 / 2.53 / 

81.01  74.84  
4.25 / 4.00 / 

86.84  55.76  
1.20 / 0.87 / 

-0.10  -0.10  -0.17  -0.16  -0.05  -0.03  

Newspaper 93.16 90.9 
2.95 / 2.40 / 

85.45  76.15  
3.34 / 1.96 / 

67.58  51.72  
3.43 / 1.83 / 

-0.10  -0.08  -0.11  -0.07  -0.12  -0.06  

GT_Fly 92.68 78.38 
0.79 / 0.83 / 

80.67  70.96  
1.67 / 1.58 / 

75.79  44.45  
0.87 / 0.53 / 

-0.02  -0.02  -0.04  -0.04  -0.02  -0.01  

Poznan_Hall2 98.31 86.03 
1.86 / 1.70 / 

71.54  65.94  
1.22 / 0.89 / 

75.90  47.05  
3.31 / 2.14 / 

-0.04  -0.04  -0.03  -0.02  -0.08  -0.05  

Poznan_Street 93.84 77.84 
2.11 / 1.94 / 

81.91  74.97  
2.50 / 2.08 / 

66.76  48.50  
1.22 / 0.69 / 

-0.05  -0.05  -0.06  -0.05  -0.03  -0.02  

Undo_Dancer 91.63 76.1 
2.65 / 2.64 / 

79.96  73.95  
3.24 / 2.59 / 

63.57  45.70  
1.67 / 0.97 / 

-0.08  -0.08  -0.09  -0.07  -0.05  -0.03  

Shark 90.46  80.17  
1.93 / 1.78 / 

75.98  71.76  
3.42 / 2.97 / 

84.37  57.88  
0.48 / 0.14 / 

-0.07  -0.07  -0.13  -0.11  -0.02  -0.01  

1024×768 91.54 87.92  
2.89 / 2.44 / 

83.84  76.01  
3.69 / 2.80 / 

76.39  53.50  
2.98 / 1.77 / 

-0.11  -0.09  -0.14  -0.10  -0.11  -0.07  

1920×1088 93.384 79.70  
1.87 / 1.78 / 

78.01  71.52  
2.41 / 2.02 / 

73.28  48.72  
1.51 / 0.90 / 

-0.05  -0.05  -0.07  -0.06  -0.04  -0.02  

Average 92.69  82.79  
2.25 / 2.03 / 

80.20  73.20  
2.89 / 2.31 / 

74.45  50.51  
2.06 / 1.22 / 

-0.07  -0.06  -0.10  -0.08  -0.07  -0.04  

 

 
Fig. 7. Comparison of time saving between different methods. (a) Comparison results of all sequences for independent views. (b) Comparison results of all 

sequences for dependent views. 
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Fig. 8. Comparison of subjective analysis score between different methods. 
 

In order to evaluate the subjective quality of synthesized 

views, the degradation category rating (DCR) [50], [51] is used. 

In DCR, the video synthesized by original sequences is 

presented, then the video with the same view synthesized by 

sequences encoded with the encoding algorithm is presented, 

followed by a 2-s interval. After viewing both videos, the 

observers attribute grades. There are five grades ranging from 1 

to 5, where 1 represents the most quality degradation and 5 

represents no degradation perceived. 20 participants without a 

video coding background were invited to participate in the 

subjective assessment. We first compared the video 

synthesized by the original sequences against the video with the 

same view synthesized by sequences encoded with the original 

HTM13.0 algorithm. Then, we compared the original video 

against the video encoded with the proposed fast coding 

scheme. Similarly, the methods in [43] and [45] are also 

evaluated using subjective analysis. It can be observed from Fig. 

8 that the proposed method introduces less subjective quality 

degradation in synthesized views than that of the methods in 

[43] and [45]. 

VI. CONCLUSION 

In this paper, we proposed a fast mode decision method for 

reducing the computational complexity of 3D-HEVC encoder. 

The grayscale similarity between the reference frame and 

current frame is utilized to determine the depth level of CU 

splitting of the depth maps. Then, the grayscale similarity and 

the inter-view correlation for the dependent views were 

combined to skip unnecessary mode checking within the mode 

decision process. The proposed algorithm can effectively limit 

the maximum and minimum depth levels of CU splitting and 

skip unnecessary prediction modes for the current CU. 

Moreover, in order to guarantee the coding performance of key 

frames for dependent views, a stricter early termination method 

was adopted by exploiting the coding information from 

spatial-temporal neighboring CUs and the parent CUs. In 

addition, the CBF was also considered to keep the coding 

accuracy of the proposed algorithm. Experimental results 

demonstrated that the proposed method can gain a considerable 

time saving while maintaining an acceptable coding 

performance. 
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